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The source identification method is a standard psychophysical procedure for studying the ability of
listeners to localize the source of a sound. The method can be described in terms of a statistical
model in which listeners’ responses are determined by the width and bias of an internal distribution.
This article presents a theoretical study of the method, particularly the relationships between the
average experimental observables, rms error and variability, and parameters of the internal
distribution. The theory is tested against source-identification experiments, both easy and difficult.
Of particular interest is the experimental dependence of observable statistics on the number of
sources in the stimulus array, compared with theoretical predictions. It is found that the model gives
a good account of several systematic features seen in the experiments. The model leads to guidelines
for the design and analysis of source-identification experiments19@8 Acoustical Society of
America.[S0001-496608)02712-X]

PACS numbers: 43.66.Qp, 43.66.{RHD]

INTRODUCTION The SIM experiments studied here are constrained by
the following assumptions: First, it is assumed that the al-

The source-identification method is an experimentalowed response set is identical with the stimulus set. For
technique for studying the ability of humaar othe) listen-  example, there might bsl=24 loudspeakers in front of a
ers to localize the source of a sound. The method is easy fistener labeled 1 through 24. After presentation of a sound
describe. The listener is in an environment with a numNer, from one of the speakers, the listener must respond with a
of sound sources. One source is caused to emit a signal, amtimber from 1 to 24. Next, it is assumed that the sources are
it is the listener’s task to identify the location of the source.equally spaced by a common anghe,measured in degrees
The location may be identified by nhame, number, or by co-along a single angular dimension, for example azimuth or
ordinates on a prearranged scale. Over trials the listener relevation. For definiteness, the following discussion will be
ceives presentations from all the sources, typically manyouched in terms of the azimuthal dimension, but the method
times. is applicable to sources in any plane.

The source-identification method, hereafter called the  The decision theory model used for calculations below
“SIM,"” is especially applicable for localization experiments is one dimensional. Therefore, the model is inappropriate
in a room. Here, the experimenter may be interested in lowhen the perceptual character of the localization task is mul-
calization as a function of the signal, or the listener, or thetidimensional. It is assumed that sources are arranged over
room itself. However, because of standing waves in thepart of a circle, to be called thgpan with angular extent
room, an experiment done with a sound source in any on€ =(N—1)A, and with source number 1 at one extreme and
location may be special and not representative of the systespurce numbeN at the other.
of interest. By averaging performance over a number of A SIM experiment begins with a choice of statistics to
source locations, the experimenter achieves greater generalescribe localization error. Searét al. (1975, 1976 used
ity. Therefore, SIM data are normally averaged over thethe absolute value of the discrepancy between response and
source array. target. Hartmann(19830 used the root-mean-squatens)

The SIM is naturally modeled in terms of statistical de- error, which has theoretical advantages described below. The
cision theory(Searleet al, 1975, 1976; Hartmann, 1988b  rms statistic is designated by the symiil the square root
The present article is primarily a theoretical study of thatof an average squared error, computed as follows:
model. It shows how observable variables, rms error and N
variability, averaged over the source array, are related to pa- —
rameters of the model internal distribution. Therefore, this 2= \/EZ 2 W(k)D*(k),
article provides a guide to the design of SIM experiments
that are intended to discover the internal parameters. ThehereW(k) is the fraction of the trials on which sourée
article is concerned especially with the choice of the numbewas presented, anB?(k) is the mean square localization
of sources to be used in an experiment that measures locadror for sourcek. This function is given by
ization ability over a fixed angular range.

@
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There are a total d1, of such trials. Equatiofil) introduces A key parameter is the angular standard deviatipp,

the notation whereby a bar over a symbol indicates an avercalled thewidth of the internal distributionor, simply, the

age over sources and a bar under a symbol indicates theidth. It depends on the listener, the type of sound that must

square root of that average. be localized, the environment in which the experiment is
StatisticD includes both variability and constant error. performed, and the position of the source. The sound may be

A second statistics, measures only variability by computing easy to localize(small o), e.g., a broadband impulsive

error with respect to the mean response. It is the square roobise, or it may be difficultlarge o), e.g., a spectrally

of quantitys? given by sparse tone without onset transient. Normally, the purpose of
N a SIM experiment is to determine the width as a function of
2= E W(k)s2(k), 3) experimental condl'_uons_. _ _
k=1 Because the width is not zero the listener makes incon-

sistent responses to a given source. The width is generally a
function ofk because some sources are more difficult to lo-
o 5 calize than others. In the azimuthal plane sources to left and
s (k)=A My iZl [Ri—R(k)]*, (4 right are more difficult than sources in front, and in the me-

dian sagittal plane sources overhead are more difficult than
andR(k) is the average response of the listener—in terms obthers.

where the variability for sourck is given by
My

source numbers—when a given soukcis presented, A second assumption of the model calculation is that
1 M responses are quantized; when a listener experiences internal
R(k)= — 2 R;. (5) coordinate#, the listener responds by choosing the source
ki=1 with referenté, that is closest tdd. (Alternatively, listener

Statistics(k) is a biased estimate of response variability that"®SPonses on a continuum scale may be quantized in the

tends to underestimate the actual standard deviation for smalfocess of recording the datdhere are two kinds of calcu-

sample sizes. For comparison with the variability observedation, terminated sparor wrapped spanFor a terminated-

experimentally or in a Monte Carlo simulati@ik) should ~SPan calculation, the span has well-defined ends, typical of a

be multiplied by yM,/(M,—1), a factor which becomes SPan that is much less than a complete circle. Here, the prob-

important if the number of presentations is small. ability of making a particular response given a particular
In addition to variability, there is constant error. The Source is a simple monotonic function of the distance along

constant errorC(k), measured in degrees, is the differenceth® span between the two locations. By contrast, a wrapped-

between the true location of a sourée,and the mean per- SPan calculation includes both errors along the span and error

ceived location of the sourc&(k) = A[R(K) —k]. It may be outside the span; it is defined in more detail below.

positive or negative except whéris a well-defined extreme

location. Rakerd and Hartmar(®986 noted a Pythagorean ) ] )

relationship among rms error, variability, and constant errorA- Calculations without bias

D2(k)=s?(k)+ C2(k). (6) The present section examines statisfizsand s when
there is no biask{,=0). The calculations were motivated by
the conjecture that for a given source array span, the values
Sof overall error,D, and variability,s, should be insensitive

“to the number of sources in the array. The logic was simple:
As the number of sources is reduced the listener is less likely
to make an error because the sources are farther apart. How-

I. DECISION THEORY MODEL ever, when the listeneloesmake an incorrect choice, the

The decision theory model for a listener's response,contribution to thg overall error sum is a Iarger nu_mber of
given a sound coming from souréeincludes several basic degrees. The conjecture t@_tandg, should be insensitive to
assumptions. The first is that the listener has an internal cd¥ follows from the expectation that these two effects should
ordinate d for the source positions, undoubtedly established@rgely cancel one another. One purpose of the calculations
visually if the sources are visible, and that the presentation df€/0W was to test that conjecture.
sourcek leads to a normally distributed representation of ~ 1he dependence @ ands on the number of sources
location cues on that coordinate system. The probability den@s tested in a computation where each source is presented

sity that sourcek leads to internal valu@ is given by an equal number of timepW(k)=1/N]. The calculation
used an analytic form for the cumulative normal function to

determine the probabilities of each possible response for
each possible source.

ThereforeD (k) was called theoverall error. It follows that
D?=s”+C?, whereC? is an average over sources analogou
to D? ands®. The calculations below are devoted to calcu
lating these statistics, particulary ands.

1 25 2
P(h) = —— g (0= bc—by?/20y 7
Here, parameted, is the location on the reference co-
ordinate for sourcé, andb, is a bias such that the acoustical
cues for sourcé are not centered exactly on this referént. A source array with a small span extends over a limited
Bias leads to constant errdZ(k), and increases the size of range of azimuth values. Therefore, a small-span source-
the overall errorD (k). identification experiment can provide the same information

1. The small-span limit
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as a minimum audible angle experiment with the advantage 16————————T———7 71—

that the source-identification method should be less sensitive ]

to standing waves in the environment. L
When the span is small, the width may be regarded as © -2 7

. . L 00, AAAAAAAAAAAA
independent of the source number, i®,, becomes a con- | 000" AN AN AAASR AR i
P k o

1.4} -

D/o,

stant,oy. Calculations in the small-span limit are normally ¢ 0 *O00NNANNNINNNNOONOOCONONNONENOCO0AOND00E000D T
terminated-span calculations. From the structure of the equa- u‘g 0.8 [ °§ogiooozéommooommoommmmmmooom ]
tions it is possible to come to some general conclusions. ( ogf I A o, =0025T 4
There is reason to expect that functibri(k) should be ap- E [ ¢ F O o, =0050T T
proximately equal tar3, because the second moment of a 04T Da g oo - gégg ,E ]
normal density is the variance. Functibri(k) resembles the 0.2 i ; O oz = 0.400 T -
second moment of densi®. This is a theoretical advantage [, A
of the rms quantitie® ands. However,D2(k) is not exactly =0 ™% 10 15 20 25 30 35 40 45 50
equal too3, both because the formula is a discrete sum—not Number of sources, N

an integral—and because of enq effects. In the limit that the:g_ 1. rms errorD, expressed in units af,, the width of the listeners’s
width oy becomes very small while the number of sourlses localization probability density function. Statisti is presented as a func-
becomes IargeD(k) approache&o as Iong akis not close tion of the number of sources in the array, assuming that $peemains

to the edges of the source array. In those limits, the discretéonstant. The parameterds in units of the span. A filled star indicates the

. . alue of N where the spacing between sources is equal to the wiglth
sum approaches an integral, and end effects are not important
because the distribution has little strength near the end
;Ahlsc;, mfthosi limits the valutt; R ngroachesro beli:aui:ja idly than linearly with increasingrg.

e fraction of sources near the end becomes smallDa For practical purposes, Fig. 1, and other figures in this

determined primarily from values ab(k) that are away article, must be used iteratively to find a self-consistent so-

from the ends. lution for the width. The experimenter begins by knowirg

A logical prqblem with terminated-span calculations is and N. The experimenter measur& The self-consistent
that when the widthoy becomes comparable to the source g ation begins with the assumption thag=D. This

spanl’, the model sometimes predicts performance that iSa54s to a value of the graph parametey/T’. The graph
worse than random guessing. When this unreasonable resywfop, jeads to a predicted value@f o, and hence a revised
occurred in calculations below, the calculations were halteq g)ye of oo. Because the plots in Fig. 1 are smooth, one

and the limiting point was noted in the graphical presentatiorbxpectS the calculation to converge to a stable value pof
of the results. The random guessing limits @rands are  gfter only one or two iterations.
given by Egs(A8) and(A12) of the Appendix, where they The insensitivity ofD to the number of sources is fur-
are derived. ther demonstrated in Fig. 2, which sho@$o-, as a continu-
The results of the calculations are given in scaled unitspus function ofo/I". The calculated value dd varies by
normalized to either the spdhor the widtho,. Therefore, less than 10% as the number of sources is varied, provided
the calculations are not immediately applicable to any parthat there are at least six sources ands greater than 5% of
ticular experiment, but, with a little work, they are applicablethe span. Whemr, is greater than 20% of the spab, be-
to all particular experiments. Parameteg is always given comes extremely insensitive to the number of sources.
in units of the span. The work of Sear al. (1976 sug- Parallel calculations for variabilitys, for the case of no
gests that the internal widit, increases in proportion to the bias show thas is very similar toD, as would be expected.
span. Therefore, the normalized parametgrI’, as used

Yhe quantityD/ oy decreases becaugeincreases less rap-

here, is a convenient choide. L e LI e oo e e I
Figure 1 shows the predictions of the analytic cumula- J L N =3 ]

tive normal calculation forD as a function of increasing -t N =6

number of sources\. The figure shows thdd converges to Q" veR N =12 1

the width whenN is large ando is a small fraction of the al Lok W _ E - :‘;g |

span. For example, whemn,/T'=0.025, D converges to < L
within one percent obr, when there are 50 sources. When £ 081
oo/T is not smallD always converges to a value that is less ,

than o,. The discrepancy is caused by end effects, but see }
Sec. | A below. Figure 1 also shows that the expected value 04 !

of D is close to its asymptotic valuéor largeN) when there 02k I'.' ]
are enough sources that the spacing between the sources i N

less than or equal to,. Theseadequate valuesf N are 00 0T 02 05 04 05 06 07 06 09 10
indicated with a filled star. Width re span, o,/T

Although Fig. 1 shows thaD/o, decreases with in- . . , .
. 9 . 9 . N 7o . . FIG. 2. rms error, as a function of the continuous variakjéI’, the width
prea3|ngoo, in fact, D itself |n.creases monmomca”y with of the listener’s internal distribution expressed as a fraction of the span.
increasingoy: the larger the width, the larger the rms error. Each function is cut off at the random guessing limit.
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Althoughs is logically required to be smaller thdh, calcu- l6—r——"T—"T 7T T T

lated plots ofs vs N or s vs oo /I" almost coincide with the 1'4'_ ]

corresponding plots foD (Figs. 1 and 2 so long as the X

width is less than 10% of the spdne., o¢/I'<0.1). The \o" 121 .

discrepancy betweesmandD grows asoy/I" increases, but ol 1_0'_ ]

the difference is not more than 10%, even whgyil' is as c t

large as 0.5. E 081 1
0 06 — o, =0025T -
P — o, =0050T

2. Spans approaching 180 degrees 04 - 6, = 0.100 T -

As the source span increases it becomes more important g2} % = 02001 .
to take account of the dependence of the width on source . 1

location. For definiteness, we continue to assume that the ~ © 9o 30° 60°  90° 120° 150°  180°
sources are in the horizontal plane. The dependence of the Span, I

width, Tk, ONn the angular pOSItl,On of the §oum‘lg,, IS mpd_ FIG. 3. rms error as a function of spArwhen widthe changes with source
eled by assuming a constant difference limen for the interausosition such that the width expressed as interaural time difference remains
ral time difference. This model is known to capture someconstant. rms errob is normalized to the width directly in front of the
but not all, of the azimuthal dependence of the width. In thigistenero,. The number of sources in the calculation s 50.

model, the localization error is inversely proportional to the

derivative of the interaural time difference with respect toD/U changes by less than 10% Bsncreases to about 120°

angular .posmon. For an a2|mu.thal coordmgte system,. W'ths_hows that the assumption of constant ITD is equivalent to a
0=0° directly in front of the listener, the interaural time

. ) : constant-sigma approximation even as a source span be-
difference is described by the Woodworth form({d239, comes as large as60°. As the span increases beyond 120°
At=a(6+sin 6), (8) D begins to rise. Whewr<0.1I" this rise is proportional to
the increase in the average valuecofTherefore, if the plot
of D is normalized to the value af averaged over the span
the plot becomes almost a flat line, independent ofThe
average value ofr from integrating Eq(10) is

where @ is in radians andx is a constant equal to the head
radius divided by the speed of sound. Differentiating with
respect tod and inverting gives

de 1

d(At)  a(1+cosf) ® o=40, w =),
Since gy is proportional tod 6, , (11
_ 2—tan(w/2—T'/4)
o 209 (10 o=40, T (m<I's2m),
K" 1+[cos ]’

where o is the width directly in front of the listener. The Wherel' is expressed in radians.

absolute value in the denominator is necessary to account for FOr 9o greater than 10% df, the average-sigma model
the sign of cod in the different quadrants. is less successful. For a span greater than 160°, there is an

As the span approaches 180°, there is a second, arfflomalous curvature whery=0.2I".
structurally more important, effect that must be considered in

the computations, namely “wrapped” probabilities. If, for 1.6 ————————————— e ———
example, the source is at 80° to the left of center, the prob- F %065 .

- . . ° . 1.4} 2K W LLTYN -
ability Qf cho_osmg a response that is 70° to the right (zf [ 992‘::_5@5 EBSAAAAMMMMMM E
center is not just the probability of making an error of 150°% o 12k | 8, 000000653

ape . A O
one must add also the probability of making an error of 210° 5 | ° E 000000000NBOGAO000000000000000000 |

(360— 150=210). The need to include wrapped probabiliies - 0 ]
signifies the departure from the terminated-span calculationg ggl | i
considered in Sec. | A 1. For example, it is no longer neces-*' ¢

. . P n - : = ]
sary to consider the random guessing limit because largez *®[ ; 5 o0 T
probabilities for responses off the ends of the array are cor-  g4f O ou=0100T -
rectly wrapped. The calculations shown in Figs. 3 and 4 Foi O o,=0200T
02F 4 r=180° O ©6,=0400T A

below include both the effect of source-dependent width and _

wrapped probability. o Y Y E U EE S S S R —
Figure 3 illustrates hoviD depends on spah when the 0 5 10 le 20 25 30 35 40 45 50

) . T umber of sources, N

array is centered on the forward direction and extends

equally to the listener's left and right bj/2. The figure FIG. 4. rms error for source-dependent width as a function of the number of

shows the effect of the variation af with source angle for Sources. The span is 180° centered on the forward direction. This figure can
. . be compared with Fig. 1 to see the effects of source-dependent width and

various values otr, when the number of sources is large. If \yrapped probability. The tick mark on the right axis shows the average

the span is smally is approximately constant. The fact that width over 180°.
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Figure 4 show® as a function of the number of sources
for a span of 180°. As described in connection with Fig. 3, I
the asymptotic values in the lardelimit are similar to Fig. 1.4
1 except that they are scaled by the average/ef,. From [
Eq. (11 for I'=180°, this is equal to a scale factor#br I
1.27. Figure 4 shows that whéhis not asymptotically large Lo

D/ Jo

B¢
‘0 bQQoQDOOOoOOOOOOQOOOOOOOOOOOOOOOOOOOOOOOOOOOOO .

this simple scaling does not always apply. The figure also § osl ]
shows thatD does not vary monotonically witlry; the IR S
value foroy=0.2I" seems to be out of order. Figure 3 sug- Q 06F o i .
; . o ; 3 L A o, =0025T
gests that this nonmonotonic behavior is restricted to spans & 04k O o oz 0050
greater than about 160°. The curiously large curvature for the ST ¢ o, =0100T
plot with oo=0.2I" occurs only for such large spans. The 02 i I=270° O o6, =0200T -
nonmonotonic behavior is the result of the combined effects 0 iy 8040l
of source-dependent width and wrapped probability. Calcu- 0 5 10 15 20 25 30 35 40 45 50
lations that exclude either one of these show only a mono- Number of sources, N
tonic dependence on width. t6—v—m—mmF————7 77
Calculations with a 180° span and wrapped probability 14'_ 9 ::‘:,A L, b
were also done for a constafsource-independentalue of L ‘ P L NV SUUUIT SRV
the width. The calculations led to a plot Bf vs N that was \o" 1.2 ,8:., g 9ow°°°w°%wo°gm N
almost identical to the terminated-span calculation in Fig. 1, A 1‘0'_ E i
except for the extreme casey=0.4". For both,D system- s |
atically underestimated the width. For the terminated span 081 %o  C0000006000000 00000 00000 ]
the reason was end effects, as noted in Sec. IA 1. Forthe ,, og| _ & i
wrapped span the reason is the wrapped probabilities them # Vi A o6, =0025T
selves. i N 2 % 2 g-‘l’gg I': T
If the width is less than 20% of the span, wrapped prob- o2k °¢  r=270° O o =020 -
ability has a negligible effect oB (=<1%) when the span is - 4 O o, = 04001
not greater than 180°. Because wrapping complicates the 0 6 5 1'0 5 2'0 25 3'0 35 4'0 25 5'0
analysis of data, an experimenter would do well to avoid Number of sources, N

spans approaching 180° if the experimental conditions proI_:IG. 5. rms error for source-dependent width, and for a large span,

mote large internal width, 30° or more. =270°. Part(a) does not give the subject the benefit of a front-to-back
reflection; part(b) has reflection scoring.

3. Span greater than 180 degrees

When a span exceeds 180°, the source array cannot lmecessary that an actual source be present at the site of the
entirely in front of the listener. Some sources must extendeflection. When reflection scoring is introduced, the final
toward the rear, and this changes the perceptual nature of tivalue of the error is the smallest of the listener’s choice or its
localization task. Sources which differ considerably in azi-360° complement, or the reflected choice or its 360° comple-
muth may lie on the same cone of confusion and be percepnent.
tually similar. This multidimensional aspect of perception is As an example of large spans, we chose a span
not captured in our one-dimensional localization model. For=270°. The array was centered on the midline, with one end
purposes of illustration we proceed with the model anywayat —135°, the other end at135°, and the remaining sources

When I becomes greater than 180°, the array itself(N—2) equally spaced in between. The internal width was
wraps around so that some sources are closer to each otheken to depend on source angle per &d).
across the gap between source 1 and solrttean along the Figure 5a) shows the results without reflection scoring.
span. This possibility requires a new computational rule forAs before, D/o is quite insensitive to the number of
scoring such that the maximum error charged against theources. Upon careful observation, periodic variations can be
listener is 180°. Any error that is found to be greater thanobserved in theD/o, data, especially for smal,. This
180° is replaced by its 360° complement. Thus for any paieffect is due to the arrangement of the sources basell on
of sources in the array, there is a unique magnitude andnd N. When I'=270°, there are sources located @t
direction of the difference between them. ==*90° wheneveN=6n+1 (wheren=1,2,...). This cre-

When the source array extends behind the listener, it istes peaks because the averages increased(The same
common to deal with the multidimensional character of theeffect occurs for circular spans whenevli=4n.) The
task by regarding confusions between front and back sourcemalogous plot ofs/oq is the same a®/o in Fig. 5a)
as separate from azimuthal confusions. Therefore azimuthabithin 10%, except whewro/I"=0.4 where the discrepancy
errors are computed by giving the listener the benefit of decomes about 15%.
reflection in the frontal planéincludes the points at-90° Figure 5b) shows the effect o® when reflection scor-
azimuth and the point overhead that leads to a smaller ing is introduced. The values @ are generally reduced, of
error (Wightman and Kistler, 1989 Below, the calculations course. Further, the tendency for peaksNat6n+1 is
that employ that rule are called “reflection scoring.” It is not greatly enhanced. A better description of the effect is that
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reflection scoring introduces a valley centeredMvalues  bution for auditory localization cues was centered at the lo-
given by N=6n+4. Valleys result from source placements cation 6, corresponding to the reference position of the
in which the localization score benefits the most when thesource as established visually. It is this reference coordinate
listener is given credit for a correct answer despite a frontthat the listener uses in making responses. Therefore, the
to-back reversal. statistics of the responses to souicelepended only on a

According to Eq.(11), the average widthg(270), is  single parameter, the widtty,. The model without bias is,
equal to 1.35. In the limit of a large number of sourced,  however, an idealization. Unfortunately, in sound localiza-
agrees very well with the expectatiah=1.35 if reflec-  tion, bias is the rule and not the exception. Bias is introduced
tion scoring is not usefFig. 5a)]. Only as the ratio of width by visual cueqventriloquism) and by acoustical cues, such
to span grows to 0.4 is there appreciable depart{iter a  as the reflections from walls in an asymmetrical room envi-
270° array a ratio of 0.4 means that the internal width isronment. Bias can be introduced into an experiment deliber-
more than 100°, a case of extreme uncertairifyen if the ately; a large visual bias is caused by directing a listener’s
number of sources is not large, tBevalues in Fig. 5a) do  gaze to the end of a source arr@artmann, 1983aA large
not differ from the expected value by more than about teracoustical bias can be created by putting a single reflecting
percent. The same statements cannot be made about the csiiface in an otherwise anechoic rodRakerd and Hart-
culation with reflection scoringFig. 5(b)]. Then statistid®  mann, 198% But although bias can be experimentally con-
is less stable both with respect &g and with respect to the trolled, it cannot be entirely eliminated; it is normally present
number of sources. The peak and valley structure is, howfor any listener whether one wants it or n@iartmann,
ever, particularly apparent for a 270° span. For general spah983h.
I'(I'>180°), peaks and valleys are not as frequent. A peak Bias consists of a displacement of internal acoustical
occurs forN sources when there are two integBrandk that ~ cues with respect to the angular reference coordinate system,
satisfy the condition 0,.. Therefore, bias can be seen in plotsR{k), and it is

2G(2k— measured for individual sources by constant e@¢k). An
(2k—-1)+1 .
g A — (12 average measure of bias @& Because the rms erroD,
2G+1 includesC [Eq. (6)], the bias also appears D.

whereG is the span fractionG=1/360. In this article we take the view that the goal of the ex-

It is somewhat difficult to evaluate the significance of perimenter is to use the source identification method to learn
the structure observed for reflection scoring because we dabout the width of the internal distributiam The presence
not believe that our one-dimensional calculation is appropriof bias poses a problem, and the purpose of the present sec-
ate perceptually for sources that extend to the rear. Howevetion is to try to deal with it. Althoughr can be determined
this objection to the calculation is not fatal. The actual causdrom eithers or D in the absence of bias, the presence of bias
of the valleys in the structure is a series of source location§as a major direct effect o which makes it unreliable for
that particularly benefit the listener when reflection scoring isestimatings. By contrast, the variabilits should, in prin-
introduced. To some degree, this experimental artifact igiple, be independent of bias because variability is calculated
bound to appear with reflection scoring. The precise size ofvith respect to the mean response made by the listener and
the artifact depends on the perceptual model. not with respect to a physical referent. In practice, however,
s is affected by bias, both because of effects at the ends of
the arrays and because of the quantization of the responses.
] ) ) __ Therefore, statistis is the best statistic to use to estimate

At the outset of this section on the SIM without bias, it j, the case of bias, but it is not without troubles of its own, as
was conjectured that the valuesdfands might be insen- i pe seen below. What makes it difficult to discuss bias is
sitive to the number of sources. It was expected that thg,at pias can take many forms. Below, we deal with two

smaller probability of making an error when the number ofy nes constant bias and central bias. Calculations are pre-
sources is small would be compensated by the larger penalyanted in the small-span limit.

when an error is actually made. Therefore, it was further
conjectured that experimental values»fands should pro-
vide reliable estimates of internal width In the end, Secs. i ]
| A1-3 above support these conjectures. The conjectures Constant bias means that the displacement of the acous-
hold for a wide range of widths and source spans. Howevettical cues with respect to the reference coordinate system is
the relationship between quantiti€s and s and the width constant, independent of the source. Constant bias is a com-
parameter depends on the width parameter itself, in the fordff1On occurrence, especially if the array of sources is small.
olT, as shown by Figs. 1-5. Therefore, an actual determinal e effect of directed gaze on the localization of sources in a
tion of the width fromD or s may require some modest 28° span was found to be modeled best by a constant bias

iteration. The functions in the figures are so well behavedHartmann, 1983a _ o
that convergence is assured. Numerical studies, using the decision theory model and

constant width, on the effects of constant bias showed that
bias can always be neglected if the number of sources is
large enough. If the bias is large, it may not be practical to
The model of Sec. | A described a listener without bias.run as many sources as are neededsfdp give a good
When the sound originated from soutgehe internal distri-  estimate ofo, but largeN is an important limit to keep in

4. Summary

1. Constant bias

B. Calculations with bias
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T T T T T T T T T T T the auditory cues for all the sources to the left of center are
o8 B O o, = 0.025F, b=0 ] biased toward the right by a constabt) and all the sources
g ® o, = 0.0257, b=20, ; to the right of center are biased toward the left by a constant
e 241 O o, = 0.Ir, b=0 1 (b,). The bias can be characterized by a single central-bias
Aol W oo = 0., b=go, ] parameteb, if it is symmetrical ,=b, andb,=—b.).
I Model calculations for small spans indicated thatal-
£ 16 1 culated with central bias was very similar gocalculated
fg 1.2 I | with a constant bias of the same magnitude. Typical differ-
= 5 ences between the two kinds of bias were less than 10% for
0.8 1 N large enough to provide a reasonable estimats. oFhe
0.4 I | sign of the difference was always the same; central bias led
5 to the largers. The difference grew with increasing bias
0.0 5 = 1'2 16 20 24 magnitude. However, as long as the bias was not greater than
Number of sources, N twice the width, the difference was less than 33% even when

) o the bias was as large as 80% of the span.
FIG. 6. The role of constant bias. Open symbols show varialslityhen

there is no bias. Filled symbols show the effect of making the biasyice
the width,o,. Two values ofo, /T are shown. Il. EXPERIMENTS

_ _ N _ To test the model calculations we performed localization
m|n(-j. The effeCt of bla§ (0] 2] depends SenSItIV(?ly on the ratio experiments' We were particu'ar'y interested in I‘Dvand§
of biasb to width 0. Bias effects are shown in the plot®f  depend on the number of sources in a given span. Therefore,

in F|g 6 for the SpeCial case that the bias is twice the W|dththe experiments were performed using 3, 6, 12, and 24
The filled-circle plot in Fig. 6 shows when the bias is 5% ggyrces.

of the source sparb(I'=0.05) ando,/I'=0.025. It can be
compared withs in the absence of big@pen circles When

: . . . . A. Tasks
there is no biass gives a good estimate af, if the number
of sources is aboutl=14 or greater. Adding the bias has a In order to test the computations in several rangasyof
dramatic effect on the variability, leading to a peakhat we used two tasks, one in which the localization was easy
=9. The peak overestimates, by a factor of 2. and one in which it was difficult. Both tasks were performed

The behavior shown by the circles in Fig. 6 is typical. in a reverberation room.
Whenever the bias is twice the width there is a péadght
1.5<s/0y<2.5) as a function ofN. The peak occurs &\l 1. Easy (EL) experiment

- Nmag, Whﬁre thaﬁ%mt(o'zﬁf/%): 1'hN°t sulrprlsm%ly,h a In the easy localizatiofEL) task, listeners $8 m away
given bias has the largest effect for the smaltegt and the from an array of speakers in the horizontal plane. The array

number of sources needed to eliminate that effect may beéxtended 23° to the left and right of the midlinE < 46°).

c;)r?e Iargt]e. TEe s?#arekz)_sym[g(;‘ls_?;ig. g i:eCk :jhtﬁ 6_‘bovﬁroadband noise at a level of 55 dB SPL was given a step-
statements when the bias =Y.c an e w 'S" function amplitude envelope and played through one of the

UO/F:O'l'_ speakers. The subjects’ task was to declare which loud-
If the bias becomes as large ag# s becomes an os- speaker had sounded

cillating function ofN and cannot estimate,. On the other
hand, if the bias is no larger than, itself then the effects of . )
bias ons are less than 10%, so long as there are four or moré- P/fficult (DL) experiment

sources in the array angh /T is larger than about 0.02. Then The difficult localization task(DL) was made much
it is possible to ignore the bias in determinimg as the more difficult than the EL task. Listeners wee6 m away
largeN limit of s. from the source array, again in a 46° span. Because of the

larger distance to the source, incoherent reverberant sound
was a larger fraction of the total sound power, making local-
ization more difficult. The stimulus was broadband noise that
Whereas constant bias is necessarily directed toward ortead been low-pass filterddorner frequency of 5 kHz;-48
end of the source array or the other, central bias is directedB/octave. Therefore, listeners could not use high-
toward the center of the array. In the common case of drequency interaural intensity cues that are especially helpful
symmetrical array with the subject looking at the center, an this room. The SPL of the noise before filtering was iden-
central bias may be a visual effect. In general, any centraical to the EL experiment. The filtered noise was given a
tendency, such as a reluctance to choose extreme responsisearly rising amplitude envelope with a duration of 2 s.
appears as a central bias. During the onset, uncorrelated broadband noise was played
The central bias function itself might take different at a level of 85 dB through a speaker behind the subject’'s
forms: straight line, S-curve, step function, etc. The calculaneck to mask the onset of the stimulus. Therefore, listeners
tions of this section employ a step-function bias functiongained no benefit from the precedence effect, further degrad-
because the experiments described below often fdr(d ing localization ability. Again, the task was to declare which
functions approximately of this form. In a step-function biasloudspeaker sounded.

2. Central bias

3552 J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Hartmann et al.: Source identification method 3552



B. Method TTITTTTTT T I T T i T T T T T T T 11

The reverberant room was rectangular with dimensions 24

7.67x6.35x3.58 m high. It had a reverberation time of 4 s
at midrange frequencies. The orientation of the array in theé
room is best described as a nonspecial geometry. The 2<%
loudspeakers were Realistic Minimus 3.5, consisting of a &
single driver in a sealed box. They had been chosen from ag
set of 85 based on similar on-axis frequency response in ar
anechoic environment.
The configurations for the different number of sources

were as follows:

N=24=A=2°=1"=46°,

18

N=12=A=4°=T=44°,

RESPONSE MEAN, R(k) & S

o
Pt rrrer Tyt ey TTrrrnd
I S N T N O Y N I A A A

N=6=A=8°=1"=40°,

N=3=A=23°=1=46°. Lit b vttt r et

i 1 6 12 18 24
The loudspeakers were at ear level of a seated subject. A SOURCE, K

bar rested on the head of the subject to help the subjeci
maintain a constant, forward facing position. Each source
was labeled with a number, and the subject made a respons
by using a button box to increment a numerical display up or
down. The display reading was then recorded by the com-
puter running the experiment.

T Trrrrerrrrrryrerrrrrrred
24

18

STD DEV, s(k)/A

C. Subjects and procedure

Four subjects participated in these experiments. Subjects?
W, R, and G were males, ages 57, 45, and 21, respectively® 12
and were the coauthors of this article. Subject J was a femaleazﬁ"
of age 17. Subjects W and R had extensive experience ini
localization experiments and had high-frequency hearingg
losses typical of males their age. Subjects G and J had recen
experience as subjects and had normal hearing. &

The experiments were performed in blocks of runs for
both easy(EL) and difficult(DL) tasks. A block consisted of 1
a run for each source spacing condition for either the EL or N T Y T O O O O IO O O I TN
the DL case. The runs of a given block were performed on ! 6 sooZer 1 18 24
the same day, and the order of the runs within a block was '
randomized. Each run consisted of 48 stimulus-responsgéG. 7. FunctiorR(k), the average response of listener W to source number
pairs and lasted 10—15 min. Within each run, all stimuli Werek'_ Error bars are plus and minus the variabiligk). Experimen.ts with

. . different numbers of sourced\) are plotted on the same graph: stars for

presented an equal number of times in random order. Ther%l'= 24, open circles foN= 12, open squares fét= 6, and filled squares for
fore, a particular source was presented twiceNer24, four  N=3. Part(a) is for the EL experiment. Patb) is for the DL experiment.
times forN=12, eight times foN=6, and 16 times foilN Each small division on horizontal and vertical axes corresponds to 2°.

=3. There was no feedback, but a curious subject was al-

lowed to view the results at the end of a run. Each subjec\f"eII as central biz_is. Figure(@ and (b) _is typica_l of R(k)
did three blocks for both EL and DL conditions. plots for all the listeners, although different listeners had

different forms of bias, some better approximated as constant
bias, not central.
Of primary interest in the present article are the average
The experimental results appear in their greatest detail igquantitesD and s for the eight different conditionsN
plots of R(k), the average response of a listener to sorce =24, 12, 6, and 3 for both the EL and DL experiménts
For illustration, plots ofR(k) are shown for listener W in These are given in Table |, averaged over the three runs for
Fig. 7(a and (b) for the EL and DL experiments, respec- each listener. These averages and corresponding standard de-
tively. Perfect performance corresponds toR{k) plot that  viations (1—1) over the three runs appear in Figs. 8 and 9.
is a 45-degree line. It can be seen that Fig) @pproximates
a 45-degree line, although there is considerable central biag," COMPARISON—THEORY AND EXPERIMENT
as described above. The plot for the DL experiment in Fig.  The principal comparison between theory and experi-
7(b) shows enormous deviations from the 45-degree ideal ament was a test of the prediction of the decision theory

N N T T S T T T O I I I

T rTT I TT T T T T T I T T T ol T Td

D. Results
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TABLE I. Experimental values of rms erroD), variability (s), and con- T T T T T T T T e
stant error C) for four listeners in two source identification experiments,
easy(EL) and difficult (DL). The arrays spanned 46 degrees and included
N=3, 6, 12, or 24 sources. Values of width and bias are model parameters
determined from the asymptotic variability and constant error, respectively.
The parameters were used for model calculations in the comparison plots
that follow.
Experiment(degrees Model (degreep
Listener N D s c width bias
, A @
EL experiment 2 S
G 3 0 0 0 5 S
6 0 0 0 X 3
12 221 1.68 1.44 “;I al
24 2.01 1.21 1.60 1.21 1.60
J 3 0 0 0
6 1.09 0.84 0.69
12 3.09 1.67 2.60
24 3.01 1.26 2.73 1.26 2.73
R 3 0 0 0
6 2.66 2.37 1.21
12 3.26 2.03 2.55
24 3.13 1.64 2.67 1.64 2.67
W 3 0 0 0
6 3.21 2.44 2.09
12 3.85 1.93 3.33
24 3.59 1.43 3.29 1.43 3.29
_ 0 3 6 12 240 3 6 12 24
DL experiment Number of Sources, N
G 3 10.14 8.60 5.37
6 8.54 6.88 5.06 FIG. 8. Comparison between experim@mointy and modelsolid lineg for
12 11.39 6.73 9.19 the easy localizatiofEL) experiment. Each row is for a single listensr,
24 11.70 6.04 10.02 6.70 10.02 andD. Error bars are two standard deviatioms<(1=2 weighj in overall
length. Dashed lines connect the experimental points.
J 3 8.08 7.82 2.03
6 8.70 6.48 5.81
12 9.21 6.79 6.22
24 9.61 4.14 8.67 4.50 8.67 The procedure for assigning model parameters was
R 3 11.60  10.00 5.88 simple. We z_;\sgumed that the Wldth should be determined by
6 9.70 8.29 5.04 the largeN limit of s, i.e., N=24 in Table I. When the
12 11.46 6.56 9.40 model width is small it is equal tg(24); when the width is
24 1118 642 909 740 909 not small, it must be taken to be somewhat larger than the
W 3 7.12 6.73 232 experimentals(24) in order thats(N) agrees with experi-
6 10.00 6.13 7.90 ment in the limit thatN=24.
12 1027 594 838 We also determined the bias parameter from the experi-
24 11.37 5.13 10.15 5.70 10.15

mental constant erroiC(24), in Table I. As a measure of
bias, this constant error approximately agreed with the verti-

cal shifts seen in plots oR(k). For example,C(24) for
model for the dependence gfandD on the number of listenerW in Table | is 3.29°. This agrees witR(k) in Fig.

sources in the array. This dependence was the primary foc . : . -
of model calculations themselves, for small and large span??a)’ which suggests a central bias averaging 1.5-2.0 divi-

with and without bias. sions, or 3°—4°.

Because the experimental span was only 46° the model Therefore, the nature of the compar.ison was toldeter—
calculation could be done in the small-span limit. The input™ine the model parameters from the width and estimated

parameters to the model were the width of the internal disPias forN=24 and to compare the model predictions, for
tribution and the bias. The bias was assumed to be of thBoth s and D, with the experimental results fdi=3, N
constant type, or, equivalently, central. The biases observed 6, andN=12. The model parameters are shown in the
experimentally were of both types, but, as described in Sedight two columns in Table I.

| B 2, these two types of bias have similar effects on the =~ The comparisons between calculations and the EL ex-
average statistics of interest. It was assumed that the widtperiments are shown in Fig. 8. The comparisons show that
and bias parameters depend only on the listener and the etie model is in reasonable numerical agreement with experi-
perimental conditions—EL or DL. Therefore, it was ex- ment, even though the parameters were not chosen to pro-
pected that the dependence on number of sources, foitboth vide an optimum fit. Further, the model captures a number of
ands, should be predicted by the model. features seen in the experiments: There is a tendency for a
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T T P T by a modelwidth and a displacemeriias of the mean. A
similar model was used to analyze the minimum audible
angle methodHartmann and Rakerd, 1989

Calculations are simplest for a terminated-span model.
Here, the array is short enough that points on the internal
coordinate that are to the left of the leftmost source must be
assigned to the leftmost source; they do not wrap around and
become confused with positions on the right. Terminated-
span calculations find that if bias is negligible, both the rms
error and the variability can provide good estimates of the
average width of the internal distribution if there are enough
i sources in the array. The results are very insensitive to the
AR AR A AR A AL LA A A A number of sources if the spacing between the sources is less
than or approximately equal to the width. The variability
appears to be a good measure of the width even in the pres-
ence of bias if the bias is smaller than the width.

Bias that is larger than the width—a frequent
occurrence—complicates the relationship between experi-
mental results and the parameters of the internal distribution.
The variability (not the rms errgr may still be a reliable
measure of the width if the number of sources is large
enough. To determine the required number of sources, one
must model the bias in some way and fit the experimental
data to width and bias model parameters. Two simple bias
5 YR T Y models, constant and central, were found to give similar re-

Number of Sources, N sults. ) .
When the angular span of the model is not terminated,
FIG. 9. Same as Fig. 8 but for the difficult IocalizatidDL) experiment. probab”ities are Wrapped around a Comp'ete Circ|e_ Ca|cu|a_
tions indicate that the variability continues to provide a good
measure of the internal width, as long as the width is not
greater than 20% of the span.

s (degrees)
D (degrees)

peak ins andD as a function oN when the width is small.

However, theoretically the peak is less prominentDothan .
y P P — When the angular span of the actual sources is wrapped

for s, and experimentally no significant peak appear®in L .
= P y 9 P bpears beyond 180°, source localization becomes a multidimen-

The comparisons between calculations and the DL ex_sional erceptual problem, and the perceptual distance be
periments are shown in Fig. 9. In the DL experiments thetw N Rv P ; pi n t’ monot r?| ¢ rl?ti N of the azi
width is large. For large width, theory and experiment agree ce 0 sources 1S not a monotonic function of the azi-

that there is no peak for@N<=24: there is only a tendency muth difference. Therefore, our one-dimensional model is

for s to decrease with increasing. D is also predicted to not applicable. Applying the model anyway reveals compli-
decrease in the region of small as observed experimen- cated effects that occur when localization scores are given

tally for two of the listeners. Overall, the agreement betweeﬁhe bensflt of a frpr:jt—to-bzck re\f/err]sal. Sc:rrrlar effects are
experiment and model is better fgrthan for D, and this expected to occur independent of the model.

result is not surprising given thét is more sensitive to bias, Finally, experiments with h‘ﬂma” listeners were done in
which is treated only in the simplest possible way by theorder to test the model calculations. The experiments used a

present model calculation. small span i_n which _the number of sources vari(_ad from 3 to
24. To provide a stringent test, both easy localizaiibh)
and difficult localization(DL) experiments were done. The
experiments were done in a reverberation room, and constant
errors(biase$ were a major component of the overall errors.
The source-identification metho@IM) is a standard It was found that the model gave a reasonable account of the
technique used to measure the ability to localize a soundexperimental results, even though the model treatment of
The method uses an array of source positions, which is pabias was simple. To improve on the methods used here
ticularly useful when there is reason to expect that the perwould require a treatment of bias peculiar to each individual
ception of any one source would be special. Such conditionkstener. The resulting model would lead to better agreement
occur in rooms. The experimental data from this method arevith experiment, at the cost of generality.
in the form of variability (theoretically insensitive to bias Because of its internal consistency and satisfactory ex-
and rms error(includes both variability and bias The  perimental validation, the decision theory model in this ar-
method can be analyzed with a decision theory model basetitle can serve as a guide to the design and analysis of source
on a coordinate system imagined to be internal to the lisidentification experiments. In the matter of experimental de-
tener. Sources from the physical world lead to distributionssign, the model can determine the correct number of sources
of localization cues on this internal coordinate, characterizedio use in an array, based on anticipated results. After the rms

IV. CONCLUSIONS
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error and variability data are experimentally known, thein this article as the uncertainty becomes infinite. However,
model can be used, first to decide whether a reliable value dhese limits are unreasonable because listeners can achieve
the width of the internal distribution can be determined frombetter performance by guessing randomly among the
the data, and second to calculate the actual values of theources. Better large uncertainty limits are the random guess-

width and the bias. ing limits calculated below.
If the N sources are presented equally oftén,s the
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— (N=1)(N+1)
APPENDIX: LIMITS OF HIGH UNCERTAINTY D2=A? e

In the limit of high uncertainty, the width of the internal or, in terms of spaif

distribution becomes large compared to the span. In the ex-"’ '
treme uncertainty limit, there is a negligible probability that r 2
the internal representation of the source lies within the span D= % Vit =t (A8)
of allowed responses. Therefore, terminated-span model cal-
culations find that all responses become extreme responsdsquation(A8) is less thanA3) as expected.

(A7)

In the absence of bias, sources 1 &hdre chosen equally. Similarly s can be calculated from
ThenD? is given by summing the squared differences 2 N N
between theN sources and the extremes. The two extreme  Z—_ > > p(k’|k)[k’ —R(K)]?, (A9)
sums get the same weigflt/2), and they are, in fact, equal. N (2 k=1
Therefore, whereR(k) is the mean response given soukce
A2 N In the random guessing limit and in the absence of bias,
D?= N E (k—1)2. (A1) the mean response to souikcis the mean location, indepen-
k=1 dent ofk, R(k)=(N+1)/2. Therefore,
The finit be d d
e finite sum can be done, an - A2 % N+ 112 a0
— 2N—-1)(N—-1 N T T o
p2—pz ZNZVINZD (A2) N W=y 2

6
Because the span I3=(N—1)A,

Doing the finite sum leads to
2_
— N1

I 1 s2=A o (A11)
s Ve "3

and in terms of spafh,
The second term inside the square root can be neglected
when the number of sources becomes large; evenifthereare = — +/1+——
as few as four sources, dropping this term makes less thana V12 N-1

10% change iD. Equation(A12) is less than(A5) as expected.

In the limit that all responses are extreme responses, From Egs.(6), (A8), and (A12), C=s and the overall
statistics can be calculated from the differences between the .o orror is equa’lly divided between variability and central

extremes and the mean. If there is no bias, the mean of trﬁa&
extremes is+1)/2, and

N+1\2 1 N+ 1
“ )t Nt

2
(A12)

(A4) Hartmann and Rakerd989. Mathematically, it behaves similarly to the
“response bias” introduced by Braida and Durlatt®72, which, how-
ever, is a function of the response and not the source.
2Searleet al. (1976 concluded that the width of the internal distribution
N=1 T scales with the span of the sources. This conclusion paralleled the earlier
2

2} This kind of bias, depending on the source, was called “sensory” bias by

(AB) discovery that the width for absolute identification of intensities scales with
the range of intensitiegDurlach and Braida, 1969; Braida and Durlach,
1972. A problem with this parallel is that the work by Seadeal. (also

The extreme response results Bands [Egs.(A3) and Shelton and Searle, 19yiled to distinguish between width and bias. The

(A5)] are the correct limits for the statistical technique usedmore recent work by Koehnke and Durlact989, while not strictly in-
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volving localization, may have remedied that problem. That work found

incomplete scaling, as predicted by Hartmann and Raki969.
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