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Abstract: This study reports a role of temporal regularity on the
perception of auditory streams. Listeners were presented with
two-tone sequences in an A-B-A-B rhythm that was either regular or
had a controlled amount of temporal jitter added independently to each
of the B tones. Subjects were asked to report whether they perceived one
or two streams. The percentage of trials in which two streams were
reported substantially and significantly increased with increasing
amounts of temporal jitter. This suggests that temporal predictability
may serve as a binding cue during auditory scene analysis.
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1. Introduction

The auditory system, like other sensory systems, receives a flood of often noisy stimuli
from which it must parse and extract relevant information. Part of this process
involves perceptually grouping sequential sounds that are likely to come from a single
source, a process known as auditory streaming. A classic experimental paradigm used
to investigate streaming uses sequences of two tones (A and B) that alternate in a
simple repeating A-B-A-B-� � � pattern. When the frequency separation (DF) between
the A and B tones is large enough, human listeners switch from perceiving a single,
perceptually grouped A-B-A-B stream to perceiving two separate, perceptually segre-
gated A----A� � � and --B----B� � � streams (van Noorden, 1975).

A number of sensory cues have been identified that the auditory system uses
to either bind or segregate elements of acoustic input (Moore and Gockel, 2012;
Hartmann and Johnson, 1991). Nevertheless, the principles and mechanisms governing
stream segregation are not yet fully understood, and a number of competing hypothe-
ses have been put forward. As sounds are more likely to separate into two streams
when more widely separated in frequency, and given that the neural representation of
frequency is tonotopically arranged, one hypothesis is that separation of neural popula-
tions along a neurotopic axis facilitates the formation of separate streams (Pressnitzer
et al., 2008). However, others (Sheft, 2007; Elhilali et al., 2009) point out that tones
that are well-separated in frequency are perceived as a single stream of complex tones
if they are synchronous in time. On this basis, they propose “temporal coherence” (or
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“average coincidence,” i.e., the synchronous temporal modulation of neural activity
across a feature space such as sound frequency) as a model for stream segregation
(Shamma et al., 2011). Finally, a third hypothesis, the predictive hypothesis, proposes
that perceptual streams are formed or maintained by grouping together those aspects
of a sound sequence that form predictable patterns (Bendixen et al., 2010).

Theories on how the auditory system may extract regularities to form predic-
tive representations of sensory input have been discussed in a number of reviews
(Winkler et al., 2009, 2012). These accounts emphasize the importance of time in audi-
tory processing, especially the rate of alternation of tones. However, surprisingly little
has been done in understanding the role of temporal regularity or predictability of the
tones themselves. Andreou and colleagues (2011) reported that detecting a pattern in a
temporally irregular tone sequence in the presence of a distracting tone sequence was
easier if the distracting sequence was regular. They hypothesized that this was the case
because it is easier to perceptually segregate the temporally regular distractor from the
irregular target (Andreou et al., 2011). In the experiments described here, we used a
more direct approach—we measured the frequency of reporting a two-stream percept
as a function of both frequency separation and temporal irregularity. We found that a
two-factor logistic regression with both these parameters better explains the data than
one that relies on frequency separation alone. Thus, we show that the likelihood that
an A-B-A-B-� � � tone sequence will be perceived as two separate streams, rather than
just a single stream, increases systematically with increasing temporal irregularity in
the sequence of B tones.

2. Methods

The experimental methodology was approved by the local Ethical Review Committee
of the Experimental Psychology Department of the University of Oxford, and con-
forms to the ethical standards laid down in the 1964 Convention of Helsinki.

Stimulus sequences consisted of one low-frequency tone and one high-
frequency tone, referred to below as A and B, respectively, that alternated in an A-B-
A-B-� � � pattern. All tones were 50 ms in duration, including 10-ms raised-cosine onsets
and offsets. The frequencies of tones A and B were chosen to fall within the middle of
the range of normal human hearing. In any one A-B-A-B-� � � sequence, the frequency
of A was fixed at one of five values chosen uniformly from {891, 944, 1000, 1059,
1122} Hz. The frequency of the B tones was fixed at 1, 4, or 10 semitones above the
frequency of A, yielding three different DF conditions.

The temporal pattern of the tone sequences is illustrated in Fig. 1. A and B
tones could either alternate regularly (separated by 50-ms silent intervals), or have the
same overall pattern and rate, but with a degree of temporal jitter, s, added to the
onset time of each B tone. The temporal jitter, s, was chosen independently for each B
tone from a uniform distribution over an interval (�T,T), where T is the maximal jit-
ter. Five different temporal jitter conditions were tested, with maximum jitter values T
of {0, 4, 8, 16, or 32} ms. The temporal jitter, s, thus had mean 0 and standard devia-
tion (root-mean-square value) of J ¼ T=

ffiffiffi
3
p

. Throughout, we will use the standard
deviation, J, as the quantitative measure of jitter. Since T never exceeded the 50-ms
silence between neighboring tones in the regular pattern, the A and B tones never over-
lapped (see Fig. 1), thereby avoiding the confound of complex tones.

In our experiments, we tested responses to each permutation of the 3 frequency
separations (DF) and 5 jitter conditions (J), resulting in 15 DF by J combinations. For
each DF by J combination and each of the five possible A-tone frequencies, we created
a 3-s long tone sequence. Each experimental subject was tested with a stimulus set com-
prising eight presentations of each of these sequences, presented in randomized order.
Thus, each subject performed 40 trials for each DF by J combination. Tone sequences
were generated and presented, and responses collected, using custom written MATLAB
code. Sequences were presented diotically, at 60 dB sound pressure level, over Sennheiser
(Wedemark, Germany) HD 650 headphones, which have a flat frequency response over
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the relevant frequency range. The sound sequences are available at http://www.
auditoryneuroscience.com/streamingandjitter (last viewed 10 June 2013).

Experiments were conducted in a double-walled soundproof room. The eight
participants tested comprised four naive subjects and four subjects involved with this
study. Naive subjects first underwent an instructional period during which auditory
stream segregation was explained and examples were played. One well-documented
phenomenon with alternating tone sequences is the “build-up” effect of streaming, or
the strong tendency for a tone sequence to be heard initially as a single stream, but
then to break up into two separate streams, rapidly if the frequency separation is large,
and more slowly or not at all if it is small (Anstis and Saida, 1985). Because of the
build-up phenomenon and potential differences in task interpretation, subjects were
consistently instructed, after each 3-s A-B-A-B-� � � sequence, to type the numeral “1”
on a computer keyboard if they were able to perceive the tone sequence as a single
stream throughout, or alternatively to type “2” if the percept had broken into two
streams by the end of the sequence.

3. Results

Figure 2 illustrates, for each of the eight subjects, the percentage of reports of a two-
stream percept for each stimulus condition. The different symbols (square, circle, trian-
gle) represent data obtained at increasing DF. The amount of temporal jitter, quanti-
fied as the standard deviation of the distribution from which individual random time
shifts, s, were drawn, is plotted on the abscissa. Figure 2 demonstrates that, while indi-
vidual subjects differed in how often they reported each stimulus condition as one or
two streams, all eight subjects reported two streams on a larger fraction of trials in the
conditions with greater amounts of temporal irregularity in the B tone sequence.
Stream segregation also increased substantially with increasing DF, as was expected
given that such dependence on DF has been reported in many previous studies (e.g.,
van Noorden, 1975; Pressnitzer et al., 2008).

Fig. 1. (Color online) Schematic diagram of experimental paradigm. Stimulus sequences consisted of alternating
tones at frequency A and B, separated by DF. B tones were flanked by 50-ms silent gaps (left). Temporal jitter
was added to the B stream by shifting each B tone forward or backward in time by s. Jitter s was drawn from a
uniform distribution bounded by maximum jitter parameter T for each B tone in a sequence.
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To quantify the influence of frequency separation and temporal jitter on per-
ceived stream segregation, and to assess its statistical significance, we fitted a simple
logistic regression model to the data. The form of the model is given by

log
P

1� P

� �
¼ boffset þ bjitterJ þ bDFDF : (1)

Here, P is the fraction of trials in which two streams were reported. Hence, the frac-
tion of one-stream reports must equal 1�P, and therefore the “odds ratio” of report-
ing two streams is P/(1�P). The logistic regression model assumes that the order of
magnitude of this odds ratio [the “log-odds” log(P/(1�P))] grows proportionally with
increasing jitter or frequency separation, and the effects of J and DF are assumed to be
additive. The model parameter, boffset, captures a subject’s individual baseline propen-
sity to hear two streams rather than one, and bjitter and bDF are the coefficients that
capture the subject’s sensitivity to jitter, J, and frequency separation, DF, respectively.
They are estimates of the amount by which the log odds of perceiving two streams
increases for each millisecond increase in temporal jitter or each semitone increase in
the frequency separation, respectively.

The continuous lines in Fig. 2 show the fits of this logistic regression model to
the observed data for each subject. It is clear that the fits are not perfect; for example,
the model systematically overestimates the probability with which Subject 7 should
perceive tone sequences separated by only one semitone as two streams. However, con-
sidering the great simplicity of the model (only strictly linear and additive effects, no
interaction terms, all DF and J combinations described by one set of parameters for
each subject), the fits do well in capturing the trends in the data.

Table 1 summarizes the coefficients and the standard errors of the best-fit coef-
ficient estimates. It shows that both J and DF coefficients were positive for all subjects,
i.e., all subjects were more likely to perceive two streams if either frequency separation
or temporal irregularity of the B tone stream increased. We then sought to confirm
whether the observed effects of increasing jitter (positive values for bjitter) were statisti-
cally significant, both for each individual subject, and across the entire subject

Fig. 2. (Color online) Symbols: raw data of observed fraction of trials (out of n¼ 40), where two streams were
reported as a function of standard deviation of jitter J. Solid lines: fits of the simple logistic regression model of
Eq. (1). Dotted lines: fits of the null model given by Eq. (2). Squares, circles, and triangles show data for DF¼ 1,
4, and 10 semitones, respectively.
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population. One principled method for doing this is to perform a deviance test (Berry
et al., 2001) comparing the residual deviance of the best fit of the model given in Eq.
(1) against that of a simpler model, which in this case represented the null hypothesis
that jitter has no influence on streaming judgments. The simpler model posits that sub-
jects’ perceptions can be explained entirely by DF and random noise alone, as summar-
ized by the simplified logistic regression model given by Eq. (2),

log
P

1� P

� �
¼ boffset þ bDFDF : (2)

The dashed lines in Fig. 2 show the fits of Eq. (2) to the data. For generalized
linear models such as those given by Eqs. (1) and (2), the difference in residual devi-
ance is chi-square distributed, with the number of degrees of freedom equal to the dif-
ference in the number of parameters of the two models to be compared (here, one).
Thus, the statistical significance level of parameter bjitter in Eq. (1) can be calculated as
1� v2(D), where v2 is the cumulative chi-square distribution with one degree of free-
dom, and D is the difference between the residual deviances of the models given by
Eqs. (1) and (2). Table 2 summarizes the residual deviances and the resulting p-value
for the statistical significance of temporal jitter on the stream perception for each sub-
ject. In six of the eight subjects, the effect of jitter is highly statistically significant, and
in the remaining two, the effect only narrowly misses statistical significance.

To test the significance of the influence of temporal jitter on the population as
a whole, we set up further logistic regression models which pooled the responses from
all subjects and treated subject identification as a factor variable. These models incor-
porated just one bDF parameter, and one or zero bjitter parameters, across all subjects.

Table 1. Best-fit (maximum likelihood) estimates of the coefficients (þ/� standard error) of the logistic regres-
sion model in Eq. (1) for each subject.

Subject boffset bjitter (ms�1) bDF (semitone�1)

1 �8.86 (þ/�1.64) 0.0424 (þ/�0.0227) 0.773 (þ/�0.164)
2 �4.86 (þ/�0.406) 0.0966 (þ/�0.021) 0.86 (þ/�0.0788)
3 �5.29 (þ/�0.595) 0.0597 (þ/�0.0218) 1.31 (þ/�0.146)
4 �5.27 (þ/�0.426) 0.0407 (þ/�0.0237) 0.696 (þ/�0.0478)
5 �1.91 (þ/�0.207) 0.105 (þ/�0.0162) 0.333 (þ/�0.0312)
6 �3.52 (þ/�0.286) 0.19 (þ/�0.0198) 0.453 (þ/�0.0365)
7 �4.04 (þ/�0.378) 0.0754 (þ/�0.0197) 0.891 (þ/�0.0868)
8 �3.8 (þ/�0.303) 0.0444 (þ/�0.0179) 0.458 (þ/�0.0339)

Table 2. Deviance of logistic regression model with and without jitter from the raw data for each individual.
The deviance when jitter was included was not significantly different from the deviance when jitter was excluded
for two subjects. p-values were computed from the chi-square distribution. * indicates statistical significance at
p< 0.05; ** at p< 0.01.

Subject Deviance with jitter Deviance without jitter p-value sig.

1 5.80 9.26 0.06 ns
2 19.12 41.28 <10�5 **
3 42.63 50.49 0.005 **
4 14.10 17.09 0.084 ns
5 34.19 81.30 <10�11 **
6 12.67 135.58 <10�14 **
7 63.77 79.08 <10�4 **
8 12.53 18.76 0.013 *
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Comparing the model that included bjitter against that without using the deviance test
showed that, across the entire subject group, the influence of temporal jitter on stream
perception was highly statistically significant with a p< 10�16. The model fit to the
whole population dataset yields best-fit parameter estimates which indicate that, on av-
erage and over the range of stimulus conditions tested, the log-odds of a subject hear-
ing two streams grow with increasing DF at a rate of 0.5736 (þ/�0.0165) per semitone,
and with increasing temporal jitter at a rate of 0.0490 (þ/�0.0038) per ms.

4. Discussion

We report the novel finding that increasing temporal irregularity between one set of
tones in an A-B-A-B paradigm increases the likelihood that the sequence will segregate
into two streams. Although temporal predictability has been suggested as relevant to
streaming (Okada and Kashino, 2008; Winkler et al., 2012), it has not yet been thor-
oughly explored. There has also been some study of the effect of jittering both sets of
tones, where little effect was found (French-St. George and Bregman, 1989; Micheyl and
Oxenham, 2010). Andreou et al. (2011) used a proxy measure of probability of detecting
two streams—whether subjects succeeded in detecting an amplitude modulated pattern
embedded in a target sequence of temporally irregular tones. They observed improved
performance only when the temporally irregular target sequence of tones was presented
together with a temporally regular distractor sequence. Another study similarly demon-
strated that jittered familiar melodies are more easily recognized when a distractor tone
sequence is isochronous rather than jittered (Devergie et al., 2010). Our findings extend
upon the above two results, but by taking the more direct approach of simply asking
subjects to report whether they perceived one stream or two, as is commonly done in
streaming psychoacoustics studies (Denham et al., 2010; Pressnitzer et al., 2008).

Such a direct approach might be considered less objective—a subject’s
responses will depend not only on the stimuli, but also on their interpretation of the
instructions and internal criteria—but we designed our study to compensate for this
potential confound. Trials with varying DF and jitter values were randomly interleaved
and presented in rapid succession such that subjectivity of judgment criteria could be
assumed to be either constant or, in the worst case, sources of random noise, which
can be accommodated easily in the analytic framework of logistic regression. Thus, we
were able to conclude that listeners indeed perceived two streams more frequently as
the amount of temporal jitter increased, because a model that treats both jitter and DF
as factors contributing to stream segregation accounts for the data significantly better
than a model based on DF alone. This result raises the question of whether the
“rhythmic separation” between the A and B tone sequences due to temporal jitter is
more or less effective than frequency separation as a stream segregation cue. Our data
do not speak to this because frequency separation in semitones is not directly compara-
ble to rhythmic separation parameterized as temporal jitter in ms, but it may be possi-
ble to investigate this in the future if both frequency and rhythmic differences are
measured in comparable units of psychoacoustic discriminability.

A further follow-up to this study would be to look at the effect of adding temporal
jitter to both the A and B sequences. As mentioned above, some studies suggest that jittering
both sequences produces little effect (French-St. George and Bregman, 1989; Micheyl and
Oxenham, 2010). In the general streaming framework set forth by Moore and Gockel
(2012), differences between sounds tend to induce stream segregation, and if A and B tone
sequences are both jittered by the same amount, there would be no difference in regularity
between them. However, the effect of the increased overall temporal unpredictability in this
framework is unclear. It would be of interest to resolve this open question through a care-
fully designed study that examines the appropriate parameter range to determine the percep-
tual effect of jittering both tone sequences with varying amounts of jitter.

One explanation may be that temporal regularity itself is an overlooked but
inherently salient feature to the auditory system that is quickly identified, resulting in
the immediate grouping of the regular tones. Based on our findings, we propose that

Rajendran et al.: JASA Express Letters [http://dx.doi.org/10.1121/1.4811161] Published Online 14 June 2013

J. Acoust. Soc. Am. 134 (1), July 2013 Rajendran et al.: Temporal predictability in auditory streaming EL103

Downloaded 24 Jun 2013 to 35.10.58.40. Redistribution subject to ASA license or copyright; see http://asadl.org/terms



temporal regularity is a form of predictability that tends to bind tone sequences into
one stream, and adding temporal jitter violates to an increasing degree the expected
pattern of regularity that would otherwise serve as a binding cue. The mechanisms
behind this effect remain unclear, and it will be important to evaluate the performance
of existing models of auditory streaming in light of our findings.

5. Conclusions

The results in this letter demonstrate that temporal regularity is a binding cue between
tone sequences, and that this breaks down to an increasing degree as one sequence
becomes more irregular in time. The auditory system constantly copes with temporal
irregularities in natural auditory scenes. It remains to be seen whether this influence of
temporal irregularity on streaming can be captured by any of the existing computa-
tional models. However, it is clear that temporal predictability plays an important role
in the perception of auditory streams, and needs to be considered for any complete
understanding of auditory scene analysis.
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