Measurement of spin diffusion length in sputtered Ni films using a special exchange-biased spin valve geometry
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The authors report the spin diffusion length at 4.2 K in sputtered Ni of $l_{sf}^{Ni}$=21±2 nm, and spin-dependent scattering parameters in Ni and at Ni/Cu interfaces. They have employed current perpendicular to plane giant magnetoresistance in both a traditional and an alternative exchange-biased spin valve geometry that inserts a Ni “spoiler” layer into a Py/Cu/Py spin valve. Fits to data of $A \Delta R$ vs Ni thickness using Valet-Fert theory [Phys. Rev. B 48, 7099 (1993)] show good agreement between fit parameters for both sample geometries. © 2007 American Institute of Physics. [DOI: 10.1063/1.2424437]

The distance over which an electron retains memory of its spin direction while propagating through a metal has been of interest ever since the pioneering spin injection experiments of Johnson and Silsbee. In the context of ferromagnetic/nonmagnetic (F/N) multilayers or spin valves, the size of the giant magnetoresistance (GMR) signal depends not only on the spin scattering asymmetries of the F metal and of the F/N interface, but also on the spin diffusion lengths of both metals. More recently, there has been intense interest in the properties of hybrid ferromagnetic/superconductor (F/S) systems. Both the critical current through a S/F/S Josephson junction, and the propagation of superconducting order of spin-triplet symmetry in a S/F bilayer are limited by the spin diffusion length in the F metal.

Several measurements of the spin diffusion length $l_{sf}$ of F and N metals have been made previously. In general, the values of $l_{sf}$ found in ferromagnetic alloys such as Permalloy or Co$_90$Fe$_{10}$ (Ref. 7) are considerably smaller than those found in elemental ferromagnets, such as Co. This fact motivated our use of the “pure” ferromagnet Ni in recent work on the F/S system Ni/Nb, and also motivates the present measurements of $l_{sf}$ in our sputtered Ni films.

Our first approach to measuring $l_{sf}$ in Ni is to make exchange-biased spin valves of the form Cu(10)/FeMn(8)/Py(8)/Cu(15)/Ni(d$_{Ni}$)/Cu(10)/FeMn(2)/Cu(5), in these samples Ni is the “free” F layer and Permalloy (Py = Ni$_{58}$Fe$_{42}$) is the “pinned” F layer, whose magnetization is fixed by exchange-biased coupling to the adjacent Fe$_{58}$Mn$_{42}$ antiferromagnetic layer. For such a spin valve, application of a modest in-plane magnetic field can change the magnetization of the free layer without disturbing that of the pinned layer, thereby producing antiparallel (AP) and parallel (P) relative magnetization states. For the current direction perpendicular to the planes (CPP), the specific resistance is $AR$ (sample cross-sectional area times CPP resistance), and the specific magnetoresistance is $A \Delta R$ = $AR^{AP}$ - $AR^{P}$. When the thickness of the Ni layer $d_{Ni}$ is much less than $l_{sf}^{Ni}$, the simple two-current series-resistor model gives

$$A \Delta R \simeq \beta_{Ni} \rho_{Ni} d_{Ni} + 2 \gamma_{Ni/Cu} \rho_{Ni/Cu} A R^{Ni/Cu}.$$  

(1)

When $d_{Ni}$ $\ll$ $l_{sf}^{Ni}$,

$$A \Delta R \simeq \beta_{Ni} \rho_{Ni} l_{sf}^{Ni} + \gamma_{Ni/Cu} A R^{Ni/Cu}_0.$$  

(2)

Thus, a plot of $A \Delta R$ vs $d_{Ni}$ will be linear at small values of the Ni thickness and saturate at large values. Valet-Fert's (VF) theory interpolates between these two limiting cases, and the crossover between the two behaviors can be used to extract $l_{sf}^{Ni}$. In Eqs. (1) and (2), $\beta_{Ni}$ is the bulk spin-scattering asymmetry, $\rho_{Ni} = \rho_{Ni}/(1 - \beta_{Ni})$, $\beta_{Ni}$ is the normal resistivity of Ni, $\gamma_{Ni/Cu}$ is the interface spin-scattering asymmetry, $AR^{Ni/Cu}_0 = A R^{Ni/Cu}_{Ni/Cu} (1 - \gamma_{Ni/Cu}^2)$, and $A R^{Ni/Cu}_{Ni/Cu}$ is the interface resistance of the Ni/Cu interface.

Our sample design and preparation by sputtering are described in detail elsewhere. We only note here that the sample is sandwiched between two ~1-mm-wide superconducting Nb cross strips and measured at 4.2 K. The 2 nm FeMn layer was added to disrupt spin memory before reaching the superconducting Nb contact, thereby enhancing $A \Delta R$.

Figure 1 shows both the raw GMR signal (inset) and a plot of $A \Delta R$ vs $d_{Ni}$, as $d_{Ni}$ was varied over the range of 5−40 nm. The data show the expected behavior with $A \Delta R$ first increasing and then saturating as $d_{Ni}$ increases. However, the overall value of $A \Delta R$ and the change in $A \Delta R$ with $d_{Ni}$ are small, because of relatively small $\gamma_{Ni/Cu}$ and $\beta_{Ni}$. The solid black curve in Fig. 1 represents a best fit to the data using a numerical solution of VF theory. This fit uses three free parameters $l_{sf}^{Ni}$ = 21±2 nm, $\beta_{Ni}$ = 0.14±0.02, and $\gamma_{Ni/Cu}$ = 0.29±0.05. This last value is consistent with the value $\gamma_{Ni/Cu}$ = 0.25 calculated by Stiles and Penn for the Ni/Cu (111) interface. Additionally, we use $AR^{Ni/Cu}_{Ni/Cu}$ = 0.18±0.03 fΩ m$^2$, determined by multilayer measurements (see below), and $\rho_{Ni}$ = 33±3 Ω m measured in-plane on a separate $d_{Ni}$ = 200 nm film. An earlier CPP measurement of $\rho_{Ni}$ is in very good agreement with this value.

This method for determining the spin diffusion length relies on the curvature in the data of Fig. 1 caused by the finite $l_{sf}$. Because the overall change in $A \Delta R$ from $d_{Ni}$
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Moreau et al. used in the fits on both Figs. 1 and 2. fitted to the data for the values of \( R_{\text{Py}} \) between the pinned layer and the Cu spacer. Here the second Py layer was left free. The Ni spoiler layer is inserted between the pinned Py layer and the Cu layer. We call this the “spoiler” geometry because, with \( R_{\text{Py}} \) large value of \( d_{\text{Py}} \), the “spoiler” geometry is much more sensitive to the value of \( l_{\text{Ni}} \) providing a tighter constraint on this parameter. This sensitivity is illustrated by the dotted and dashed curves in Fig. 2 for \( l_{\text{Ni}} = 25 \) and 17 nm, respectively.

Our measured value of \( l_{\text{Ni}} = 21 \pm 2 \) nm is longer than that typically associated with alloys such as Py (\( l_{\text{Py}} = 5.5 \pm 1 \) nm) (Ref. 6) and Co$_{91}$Fe$_{9}$ (\( l_{\text{CoFe}} = 12 \pm 1 \) nm), but shorter than that reported in Co (\( l_{\text{Co}} = 59 \) nm). We expect that the value of \( l_{\text{Ni}} \) is determined by spin-orbit scattering at impurities and defects in our sputtered Ni films. Our Ni sputtering target is 99.99% pure, with no metallic impurities greater than 0.001%.

\[
A\Delta R(d_{\text{Ni}}) - A\Delta R(\infty) \approx e^{-d_{\text{Ni}}/l_{\text{Ni}}^2}.
\]

In the spoiler geometry, we chose Cu(10)/FeMn(8)/Py(8)/Ni(d$_{\text{Ni}}$)/Cu(15)/Py(24)/Cu(10). Again one Py layer was pinned by the adjacent layer of FeMn. The second Py layer was left free. The Ni spoiler layer is inserted between the pinned layer and the Cu spacer. Here \( d_{\text{Ni}} \) was varied from 0 to 50 nm.

Figure 2 shows that in the spoiler geometry \( A\Delta R \) decreases rapidly with \( d_{\text{Ni}} \) and then saturates. Because of the large value of \( \beta_{\text{Py}} \), as \( d_{\text{Ni}} \to 0 \), \( A\Delta R \) is much larger than that in Fig. 1. Additionally, the overall change in \( A\Delta R \) with \( d_{\text{Ni}} \) is many times larger in the spoiler geometry.

The numerical fit using VF theory (solid black curve shown in Fig. 2) was carried out in two steps. (1) The theory was first fitted to the data for \( d_{\text{Ni}} = 0 \) by setting \( \beta_{\text{Py}} = 0.78 \), within the constraint of its earlier value. This value of \( \beta_{\text{Py}} \) is used in the fits on both Figs. 1 and 2. (2) Next the theory was fitted to the data for \( d_{\text{Ni}} > 2 \) nm. This 2 nm minimum value of \( d_{\text{Ni}} \) is arbitrarily chosen to fall in the region where there are no data points and to simulate a possible incomplete formation of the Ni/Cu interface for \( d_{\text{Ni}} \leq 2 \) nm. In the fit, the values of \( \rho_{\text{Ni}} \) and \( AR_{\text{Ni/Cu}}^{2} \) are fixed as for our fit in Fig. 1. The remaining three parameters, \( l_{\text{Ni}}^0 \), \( \beta_{\text{Ni}} \), and \( \gamma_{\text{Ni/Cu}} \), are left free so that a self-consistent set of these parameters is obtained for both Figs. 1 and 2. More importantly, the fit in Fig. 2 is much more sensitive to the value of \( l_{\text{Ni}}^0 \), providing a tighter constraint on this parameter. This sensitivity is illustrated by the dotted and dashed curves in Fig. 2 for \( l_{\text{Ni}} = 25 \) and 17 nm, respectively.

Our measured value of \( l_{\text{Ni}} = 21 \pm 2 \) nm is longer than that typically associated with alloys such as Py (\( l_{\text{Py}} = 5.5 \pm 1 \) nm) (Ref. 6) and Co$_{91}$Fe$_{9}$ (\( l_{\text{CoFe}} = 12 \pm 1 \) nm), but shorter than that reported in Co (\( l_{\text{Co}} = 59 \) nm). We expect that the value of \( l_{\text{Ni}} \) is determined by spin-orbit scattering at impurities and defects in our sputtered Ni films. Our Ni sputtering target is 99.99% pure, with no metallic impurities greater than 0.001%.
To determine the value of $AR_{\text{Ni/Cu}}^N$ employed in the fits above, we utilized multilayer samples where the total thicknesses of Cu and Ni add to a fixed value (360 nm) in each sample, but the number of multilayer repeats $N$ is increased. Thus $N(d_{\text{Cu}}+d_{\text{Ni}})=360$ nm. Additionally, we fixed the value of $d_{\text{Ni}}=8$ nm. As such, the slope of a plot of $AR^N$ vs $N$ should have a slope of $\langle \rho_{\text{Ni}}-\rho_{\text{Cu}} \rangle d_{\text{Ni}}+2AR_{\text{Ni/Cu}}^N$. Figure 3 shows the plot of $AR^N$ vs $N$. The value of $AR^N$ is taken from the virgin state, before any magnetic field has been applied to the sample (see lower inset). Using the slope shown, as well as the values of $\rho_{\text{Cu}}=4.5$ n$\Omega$ m and $\rho_{\text{Ni}}=33\pm3$ n$\Omega$ m, yields the value of $AR_{\text{Ni/Cu}}^N=0.18\pm0.03$ f$\Omega$ m$^2$ used in the fits above. Our measured value is considerably lower than that calculated by Stiles and Penn. $AR_{\text{Ni/Cu}}^N=0.37$ f$\Omega$ m$^2$.

As a further check on our fit parameters, we plot in the upper inset to Fig. 3 the GMR signal, $\Delta R$ vs $N$, for the multilayers. The solid line is the prediction of the VF theory based on the parameter values obtained from the fits shown in Figs. 1–3, with no adjustments. The agreement is excellent, which confirms that the virgin state of the multilayer exhibits good AP local alignment.

In conclusion, we report the value of the spin diffusion length in Ni and of the spin-dependent scattering parameters in Ni and at Ni/Cu interfaces. We utilize a spin valve geometry which places a “spoiler” layer into the spin valve sandwich. This geometry overcomes the weak spin-scattering asymmetry of Ni and allows for tighter constraints on the fits to the data using Valet-Fert theory.
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12. Data from samples with thicker Ni layers had unusually small values of $\Delta R$ and large coercive fields for the free layer approaching the pinning field of the Py layer. These observations indicate that the AP state was poorly formed; hence these data were discarded. Superconducting quantum interference device magnetometry measurements of isolated Ni films of thicknesses 80 and 200 nm show low remanent magnetization and large saturation field. The behavior of the latter is similar to that seen in epitaxial (100) Ni films (Ref. 13), which was interpreted as evidence of out-of-plane magnetization.