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1 Introduction

Since antiquity, philosophers have been pondering, what the inner structure and the building
blocks of matter are. Even then the idea existed that matter consists of small, indivisible
constituents, however, it was only in the 19th century given a scientific basis by John Dalton
in his Atomic theory. It gradually gained more and more recognition by chemist and physicists,
and almost a decade later in 1906 Thomson found the first experimental evidence for an
elementary particle in his investigation of cathode rays. However, the mass of the particles, he
had observed, was only a small fraction of the predicted mass of an atom. He had not observed
atoms, but smaller particles, the electrons. His findings led Thomson and other scientists
to discard the hitherto accepted atom model, and replace it by the so-called plum pudding
model, where he postulated that the negatively charged electrons were distributed throughout
the atom in a uniform sea of positive charge.

He was proven wrong by Rutherford only some years later. Rutherford showed that atoms
contain highly condensed positively charged nuclei with an size of less than about 10−14m.
The basis for his analysis was the famous gold foil experiment, where Hans Geiger and Ernest
Marsden under his direction bombarded a metal foil with α−particles and measured the deflec-
tion angle of the particles. From the fact that a substantial amount of particles was deflected
by angles of more than 90◦, he concluded that there must be positive charge concentrated in
a very small nucleus in the center of the atom.

Rutherford’s experiment might be considered the first prototype experiment of modern parti-
cle physics. Since then, the so-called scattering experiments have been one of the main instru-
ments to investigate the structure and interaction of particles. The main idea is that particles
are accelerated and collided, and the distribution of outcoming particles is measured. By com-
parison with models and their theoretical predictions, theories can be tested and properties of
particles can be inferred. While Rutherford scattering is an example of elastic scattering, in
the 1950 the first particle accelerators that collide particles in inelastic collisions were built,
where exited particle states or even additional particles are created according to the energy-
mass equivalence. In the last decades, numerous accelerators reaching to higher and higher
collision energies have been built, revealing new particles and evidence for deeper constituents
of matter. Today we know that atoms are made of protons and neutrons, which are not ele-
mentary particles, but consist of the elementary quarks and gluons.

Up to now the search for the most fundamental particles has culminated in the standard model
of particle physics, which was formulated in its current form already in the 1970s. The standard
model does not only classify all known elementary particles, but also describes their interactions
among each other by the fundamental weak, strong, and electromagnetic force. It has been
a huge success in predicting particles and their properties, such as the W and Z Boson, and
has been experimentally confirmed with high precision. Nevertheless it cannot explain certain
phenomena, such as neutrino masses or dark matter. To find solutions to these problems and
further test the standard model, the Large Hadron Collider (LHC) was built, which collides
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1 Introduction

protons at unmatched energies. But to do this to high precision, an accurate understanding
of the proton is essential.

This thesis focuses on the theoretical treatment of one of the processes, which provides essential
information on the structure of the proton, the Drell-Yan process,

Ha +Hb → l−l+ +X

where two hadrons (Ha/b) are collided to form a lepton-antilepton pair (l−l+) and additional
debris particles X, which are usually of less interest then the lepton pair. It is one of the
best explored processes at hadron-hadron colliders, because precise theoretic predictions can
be made, and the experimental signal is very clear, with two leptons in the final state. The
process was used to design the experiments at CERN that discovered the W and Z bosons [1],
and was also a crucial background process in the discovery of the top quark at Fermilab [2].

Today, the Drell-Yan process is still one of the main tools to probe the partonic structure of
hadrons, where at the current LHC beam energy of 14TeV even contributions from heavier
quark flavors such as strange or charm can be resolved. It can therefore be used to further
constrain the information on the partonic structure of the proton, which is important for the
discovery of new phenomena and high precision measurements at all recent and future hadron-
hadron colliders. It also opens a window to new physics, as extensions of the standard model
such as new neutral (Z ′) or charged (W ′) currents can be tested.

The aim of this thesis, is the detailed calculation of the hadronic Drell-Yan cross section at
next-to-leading order in QCD. The outline is the following:

In chapter 2, the theoretical foundations of how cross sections are computed generally in a
quantum field theory are discussed. This includes how cross sections can be reduced to the
fundamental object of the theory, the Green’s function, and how these can be calculated
perturbatively using Feynman rules. In chapter 3, the quantum field theory of the strong
interaction, QCD, is introduced. The basic Feynman rules of QCD are given and it is shown
how divergences that occur in next-to-leading order calculations are treated. Subsequently
we discuss how hadronic cross sections can be calculated using QCD and the parton model
in chapter 4. Using the techniques described in the preceding chapters, the main part of the
thesis, the calculation of the Drell-Yan cross section to next-to-leading order will be presented
in chapter 5. We start with the leading-order partonic contributions, and then cover the
contributions of O(αs). Finally we show, how a finite prediction for the cross section dσ

dq2
can

be obtained from the calculation.
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2 Cross sections

As mentioned in the introduction, starting with Rutherford’s discovery of the nucleus in 1911,
scattering experiments have been the main source of information about the properties and
interactions of elementary particles. Since then colliders have been the tool of choice to perform
scattering experiments, as they provide a way to carefully set up well-defined initial states
|i〉 and then produce non-interacting final states |f〉 that can be observed in detectors. The
distribution and number of final state particles carries the information about the scattering
process. A measure for the strength of the interaction is the cross section

σ =
1

TΦ
N,

where N is the total number of particles scattered, T the duration of the experiment and
Φ the incoming flux. In quantum theories, the cross section can be written in terms of the
S-Matrix 〈f |S|i〉, the overlap between both states of the experiment. We will first show this
relation, then further reduce the S-Matrix to Green’s functions and finally demonstrate how
these Green’s function can be computed.

2.1 Cross sections and the S-Matrix

To relate the formula for the cross section to the S-matrix, we consider a 2 → n scattering
process, where two particles with momenta pa and pb are scattered into final state particles
with momenta kj :

pa + pb → {kj}.

We can expect the cross section to be closely related to the quantum transition probabilities
|〈f ; tf |i; ti〉|2, where i is the initial state at time ti and f denotes the final state at a later time
tf . In collider physics, we assume all interactions to happen during a finite time interval so
that at asymptotic times ti/f = ∓∞ the initial and final state can be assumed to be composed
of momentum eigenstates |p〉. One defines the S-matrix as

〈f |S|i〉Heisenberg = 〈f ;∞|i;−∞〉Schrödinger ,

where S is the Operator that evolves the initial state into the final state. The S-Matrix contains
all information about the scattering process, and can be calculated from a given theory. It is
usually calculated perturbatively, such that it can be split up as

S = 1+ iT ,

with the identity representing the free part of the S matrix, where no interactions happen,
and the transfer matrix T , which describes deviations from the free theory. The S-matrix will
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2 Cross sections

always vanish, unless initial and final state fulfill four-momentum conservation∑
p =

∑
pi −

∑
kj = 0.

Hence one factors a momentum conserving factor off the transfer matrix

〈f |T |i〉 = (2π)4δ4(Σp)M.

Thus the interesting part for scattering, namely the matrix element M can be related to the
S-matrix,

〈f |S − 1|i〉 = i(2π)4δ4(
∑

p)M.

We can convert this into a normalized differential transition probability, by taking the absolute
value squared and multiplying with the phase space for the final momenta,

dP̃ =
d3k1

(2π)32E1
...

d3kn
(2π)32En

|〈f |S − 1|i〉|2 .

This yields a differential probability which still has to be normalized, because the initial and
final states may not be normalized. By analyzing the normalization of these momentum
eigenstates, one finds the normalization factor V T , which is the space-time volume in which
the scattering takes place. In symbolic notion, it can be written as

V T = (2π)4δ4(0),

so the normalized probability for the scattering takes the form

dP =
d3k1

(2π)32E1
...

d3kn
(2π)32En

(2π)4δ4(
∑

p)|M|2

= dPS(n)|M|2,

where the phase space, together with the factor of (2π)4δ4(
∑
p), is called the Lorentz-invariant

phase space dPS(n). The transition probability can be directly transformed into a quantity
with the dimension of an area by dividing by the flux factor

dσ =
1

F
dP =

1

F
dPS(n)|M|2

which is given by
F = 4EaEb|vza − vzb |.

Here Ea/b is the energy of the respective incoming particle, and vza/b the velocity in the beam
direction, which is conventionally chosen to be z. One can write the flux factor using only
Lorentz invariants as

F = 2λ
1
2 (s,m2

a,m
2
b),

where the Källeén function

λ(x, y, z) ≡ x2 + y2 + z2 − 2xy − 2yz − 2zx

was used. We can now compute differential or total cross sections by partially or fully inte-
grating out the final state kinematical variables ~kj . To do so, the S-matrix is required, which
we will further reduce to a more fundamental object, the Green’s functions in the next section.
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2.2 Reduction of the S-Matrix

It should be noted that cross sections are typically understood as unpolarized cross section,
unless stated otherwise. These are cross sections where no spin information about the incoming
and outgoing particles is recorded. In this case, one has to sum over all final state spins and
average over initial states spins, so one has to replace

|M|2 → |M| 2 = 1

N

∑
spin states

|M|2

where N is the number of initial, unobserved spin states.

2.2 Reduction of the S-Matrix

In a quantum field theory, one does not compute the S-matrix directly, but instead one com-
putes more fundamental objects, the Green’s functions,

G(x1, ..., xn) = 〈T {φ(x1)...φ(xn)}〉 ,

which are given as time-ordered correlation functions of the fields. The Green’s functions
contain all physical information about the fields of the theory and contributions to the S-matrix
can be projected out using the LSZ (Lehmann-Symanik-Zimmermann) reduction formula [4].
The procedure is the following:

According to the LSZ formula, S-Matrix elements are obtained from the Green’s Function
G(x1, ..., xn) by first taking the Fourier transform:

G(p1, ..., pn) =

ˆ
d4x1...d

4xne
−i(p1x1+...+pnxn)G(x1, ..., xn)

= (2π)4δ(p1 + ...+ pn)G(p1, ..., pn)

Then the poles have to be removed by multiplying with −i(p2i −M2
i ). Finally, the particles

can be put on-shell by taking p2 =M2. For scalar particles, the LSZ formula thus reads

〈−ps+1....− pn|S|p1....ps〉 = R−n/2(−i)n(p21 −M2
1 )...(p

2
n −M2

n) G̃(p1, ..., pn)|p2=M2 (2.1)

where the wave function renormalization constants R are required for a correct normalization
of the S-matrix. They are given as the expectation value of the field operators for generating
a one-particle state, or equivalently by the residues of the two-point function at the physical
mass,

R = |〈M,p|ψ(x)|0〉|2 = −i(p2 −M2)G(p,−p)|p2=M2 . (2.2)

We can use this relation to replace the factors p2i −M2
i in (2.1) to get

〈−ps+1....− pn|S|p1....ps〉 = Rn/2 G̃trunc(p1, ..., pn)|p2i=M2
i

(2.3)

which states that S-matrix elements are given by Fourier-transformed, truncated Green’s func-
tions

G̃trunc(p1, ..., pn) = G−1(p1,−p1)...G−1(pn,−pn)G̃(p1, ..., pn) (2.4)

taken on-shell.
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2 Cross sections

For 2→ 2 processes, the LSZ Formula can be illustrated like this

〈k1k2|S|p1p2〉 = (
√
R)4

p1 p2

k2k1

trunc

where the blob represents the truncated Green’s function, such that the four legs are on-shell.

2.3 Perturbative Expansion of Green’s functions

The Green’s functions for most interacting quantum field theories, such as QCD cannot be
calculated exactly which is why a perturbative expansion in the coupling constant is necessary.
As described in the previous section, the starting point is the Green’s function

G(x1, ..., xn) = 〈Ω|T {φ(x1)...φ(xn)}|Ω〉

which then has to be Fourier-transformed and truncated. Here the vacuum state of the inter-
acting theory is denoted as Ω, and the fields φ(xi) are fully interacting quantum fields.
There are several equivalent ways to derive a expansion of this Green’s function, for example
using path integral representation. The starting point is always that the Lagrangian can be
separated into a free and an interacting part,

L = L0 + Lint.

In the canonical formalism, the most frequently used approach is to first switch to interaction
picture and to obtain the Gell-Mann and Low theorem

〈Ω|Tφ(x1)...φ(xn)|Ω〉 =
〈0|T

{
φ0(x1)...φ0(xn) exp

[
i
´
d4xLint[φ0(x)]

]}
|0〉

〈0|T
{
exp

[
i
´
d4xLint[φ0(x)]

]}
|0〉

, (2.5)

which reduces the Green’s function to vacuum expectation values (vev) of the free fields φ0 of
the theory, which are described by L0. Here, the Dyson operator

exp

[
i

ˆ
d4xLint[φ0(x)]

]
= 1 + i

ˆ
d4xLint[φ0(x)]−

ˆ
d4xd4yLint[φ0(x)]Lint[φ0(y)] + ... ,

(2.6)
gives a natural starting point for a power expansion in Lint, which reduces the problem to
calculating integrals of free n-point Green’s functions

〈0|T {φ0(x1)......φ0(xn)}|0〉 .

By applying Wick’s Theorem, these n−point correlators can be reduced to sums of products
of only two-point correlators, the Feynman propagators

DF(x, y) = 〈0|T {φ0(x)φ0(y)}|0〉 .
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2.3 Perturbative Expansion of Green’s functions

Feynman developed a diagrammatic way to calculate this sum, where each propagator is
represented by a line and each integration coming out of (2.6)

i

ˆ
d4xLint[φ0(x)]

is represented by a vertex, where the lines meet. The Feynman rules in position-space then
simply state, that one has to construct all possible diagrams by connecting the initial and final
state using the vertices and propagators of the theory. To give an example, the expansions of
a two-point could be

G(x1, x2) = DF(x1, x2)− g
ˆ

d4xDF(x1, x)DF(x, x)DF(x2, x) + ... (2.7)

or diagrammatically

G(x1, x2) = x1 x2 + x1 x2 + ...

The expression for the propagator can be derived from the free (kinetic) part of the Lagrangian,
whereas the coupling g is the prefactor of interaction terms such as

Lint =
g

4!
φ4.

The Feynman rules can be simplified by switching to momentum-space. By using the Fourier-
representation of the propagator

DF(x, y) =

ˆ
d4p

(2π)4
eip(x−y)D̃F(p),

these rules can be converted to rules for the Green’s function in momentum-space, which is
exactly what is required by the LSZ formula. This results in the same lines and vertices, but
the integrals

i

ˆ
d4x

can be carried out, leaving momentum-conserving δ-functions of the form

δ
(∑

p
(in)
i −

∑
k
(out)
j

)
at each vertex multiplied with the coupling. Accordingly, only the momentum integrals over
momenta which are undetermined are left over from the propagators. Lines therefore receive
a factor D̃F(p), unless they are connected to external points. In this case, the propagators are
canceled by the LSZ formula as in (2.4). Thus in momentum space, (2.7) takes the form

G̃(p,−p) = D̃F(p)− g
ˆ

d4p1
(2π)4

D̃F(p1)D̃
2
F(p) + ... . (2.8)

The advantage of the Feynman rules in momentum space is that the propagators D̃F(p) have
a simpler form than in position space. Thus, for calculations one almost always uses the
momentum space rules.
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2 Cross sections

2.4 Structure of Green’s functions

Equipped with a basic notion of how Green’s functions can be represented and calculated,
we examine their general structure. There exists a important subclass of Green’s functions,
the connected Green’s functions Gc(x1, ..., xn), which are represented by diagrams where any
two points are connected to each other by internal lines. A simple example is the two-point
Green’s function which is equal to the connected two-point function

G(x1, x2) = Gc(x1, x2) = DF(x1, x2).

In general, Green’s function can be decomposed into their connected parts by

G(x1, xn) =
∑

partitions

Gc(x1, ..., xk1)Gc(xk1+1, ..., xk1+k2)...Gc(..., xn).

The decomposition of the four-point function reads

G(x1, x2, x3, x4) = Gc(x1, x2, x3, x4) +Gc(x1, x2)Gc(x3, x4)

+Gc(x1, x3)Gc(x2, x4) +Gc(x1, x4)Gc(x2, x3) (2.9)

The importance of the connected Green’s function arises from a fact, that we suppressed in
the previous sections: The only part of the n-point Green’s function that contributes to the
S-matrix is the respective n-point connected Green’s function. On the one hand this is due to
the denominator in the Gell-Mann and Low theorem (2.5), which cancels the so-called bubble
graphs, a sum of disconnected graphs that factorize in the expansion of the Green’s function.
On the other hand, products of connected Green’s function, such as the last three terms in
(2.9) will have the wrong singularity structure to contribute to the S-matrix.

We can decompose the connected Green’s functions further into their building blocks, which
are propagators and vertex functions. The vertex function Γ(x1, ..., xn) is defined by the sum
of all one-particle irreducible, connected diagrams with n legs. A diagram is one-particle
irreducible (1PI), if it can not be decomposed into two parts by cutting one internal line.

If we depict the vertex function as

Γ(x1, x2, x3, x4) =

x1 x3

x4x2

,

the three-point Green’s function becomes

Gc(x1, x2, x3) =

x1

x x3

x4

=

x1

b1

b3 x3

x2

b2

.
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2.4 Structure of Green’s functions

Here the blobs on the legs denote two-point functions. The connected four-point Green’s
function takes the form:

Gc(x1, x2, x3, x4) =

x1

x

x3

x4x2

=

x1

b1 b3

x3

x4

b4b2
x2

+ vb

x1

b1

b3
x3

x4

b4

b2
x2

+permutations

By permutations we denote the additional t and u channel, which are given by the exchange
x3 ←→ x1 and x3 ←→ x2, respectively. This concept helps to systematically construct dia-
grams, and also gives an intuitive understanding of general collision processes: The particles
interact in individual processes described by the vertex functions and are propagated in be-
tween.

For our final result we have to combine this with the LSZ formula. Note that in this section we
argued, that only the connected part of the Green’s function contributes to the S-matrix. In
the above discussion we therefore included propagators on external legs. But the LSZ formula
dictates, that propagators on external legs have to be truncated, so in summary, to compute
cross section we need truncated, connected Green’s functions, such as

Gc,tr(x1, x2, x3, x4) =

x1

x

x3

x4x2

=

x1 x3

x4x2

+ vb

x1

x3

x4

x2

+permutations

(2.10)
This is the structure, that every four-point Green’s function will have and can serve as guidance,
which Feynman diagrams to construct for a given process involving four particles.
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3 Quantum chromodynamics

One might argue that the grounds for the development of a theory describing the strong interac-
tion were laid by the discovery of nuclei being composed of protons and neutrons. Immediately
afterwards, the question arose how the positively charged protons in the nucleus, packed closely
together, could form a bound state, despite their strong electromagnetic repulsion. There
had to be an unknown force binding protons (and neutrons) together. The first successful
attempt to describe this force was made in 1934 by Yukawa, who described the strong force
as the exchange of a massive scalar boson. A particle matching the prediction of Yukawa’s
theory, the pion, was eventually discovered, but while his model could well describe nuclear
forces, physicists struggled to apply it to relativistic collisions of baryons and mesons.

Starting in the 50s, through advances in experimental techniques such as the bubble chamber,
more and more particles were discovered. In an effort to classify these new particles system-
atically, Gell-Mann postulated his Eightfold Way in 1961, where hadrons of roughly the
same mass are organized into representations of the SU(3) group. Predicting the later discov-
ered Ω−, his classification became widely accepted.

In 1964, Gell-Mann and Zweig showed that the structure of the Eightfold Way could be
readily explained by the assumption that baryons are made out of constituents, the so-called
“quarks”. They assumed three quarks, up, down and strange (u, d, s) and assigned them
fractions of the elementary electric charge and spin 1

2 . In this way, baryons and mesons could
be described as bound states of 3 quarks (qqq), while mesons where composed of a quark -
antiquark (qq̄) pair.

Nevertheless, the quark model generated a problem with certain baryons, like the ∆++, a
bound state with spin 3

2 out of three up quarks with identical quantum numbers. This was
clearly a violation of the exclusion principle, which Greenberg, Han, and Nambu resolved in
1965. They introduced a new, unobserved quantum number, the color charge, such that each
of the quarks in the ∆++ was carrying one of the three different color charges. All observed
hadrons were assumed to be colorless states.

While in 1969 still no free quarks had been observed and physicist were debating whether
quarks were actual physical entities, observations in high energy scattering of electrons on
protons at SLAC showed a so-called scaling invariance, which had been predicted by Bjorken.
Subsequently Richard Feynman showed, that this scaling could be explained by the elas-
tic scattering of electrons off almost-free, point-like constituents inside the proton, which he
named partons. In the following years, many experimental results indicated that these par-
tons matched the quantum numbers of the quark model. Today it is clear that the partons in
Feynman’s parton model can be identified as quarks.

The parton model initiated the search for a quantum field theory describing the interaction
of quarks. Nevertheless, none of the considered theories exhibited the property of the parton
model that the interaction between quarks gets weaker at short distances. In 1973, ‘t Hooft,
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3 Quantum chromodynamics

Gross, Wilczek, and Polizter examined non-abelian gauge theories, and showed that they
indeed possessed this property, nowadays called asymptotic freedom.

As a non-abelian gauge theory is based on a gauge symmetry, which is connected to a conser-
vation of charge-currents, the important question about the physical nature of these charges
remained. Harald Fritzsch and Heinrich Leutwyler, together with Gell-Mann, proposed that
this new charge was the color charge, a quantum number that had been introduced years
earlier. With this identification, most of the problems in the quark model could be resolved.
A consistent theory for the dynamics between quarks was established and received the name
quantum chromodynamics (QCD). It describes the interaction between quarks by the exchange
of gauge bosons, the so-called gluons. In contrast to the abelian quantum electrodynamics
(QED), the gluons themselves carry color charge and therefore can self-interact and radiate
further gluons.

3.1 QCD Lagrangian

As explained in the historic overview, QCD is the established theory to describe the strong
interaction. Just as QED, it is a gauge theory, where interactions are mediated by gauge
bosons, the gluons. The gauge group is SU(3)C and the index “C” denotes that the gauge
transformations act on the color charge of the quarks. The classical gauge-invariant Lagrangian
is

LQCD = ψ̄i

(
iγµD

µ
ij −mδij

)
ψj −

1

4
GaµνG

µν
a ,

where ψi(x) is the quark field in the fundamental representation of the SU(3)C gauge group
with mass m. In the first term, the covariant derivative

Dµ
ij = ∂µδij − igT aijAµa

acts on the quark field. Here, Aaµ(x) denotes the gluon (gauge) field and T a the generator of
the fundamental representation of SU(3)C. The parameter gs measures the coupling strength
of the strong interaction.

The second term contains the field strength tensor

Gaµν = ∂µAaν − ∂νAaµ + gsf
abcAbµAcν ,

and describes the dynamic of the gluon fields, where fabc are the structure constants of SU(3)
defined by the commutation relation of its generators T a through[

T a, T b
]
= ifabcT c.

When quantizing this theory, one runs into a problem because of the gauge freedom of the gluon
fields. In the canonical formalism the commutation relations cannot simply be imposed, as they
violate the gauge freedom. In the path integral formalism this problem appears as overcounting
in the integration and results in singularities, which cannot be resolved ad hoc. The most
convenient solution to this problem preserving Lorentz-covariance is introducing “ghost”-fields
that cancel the redundant degrees of freedom. Consequently, the ghost Lagrangian

LGhost = ∂αη
A† (Dα

ABη
B
)
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3.2 Running Coupling and Asymptotic Freedom

has to be included, together with a gauge-fixing term

LGauge−Fixing = − 1

2λ

(
∂αAAα

)2
,

that fixes the class of covariant gauges with parameter λ. Although this term explicitly breaks
the gauge-invariance, observables are independent of λ. The fields η are complex scalar fields,
but obey Fermi statistics. At first sight, this seems to be a violation of the spin-statistics-
theorem but as a consequence they simply must not appear as external particles, which is why
they are called ghosts. For details about the ghost fields or quantization of QCD, see [5].

3.2 Running Coupling and Asymptotic Freedom

The self-interaction of the gluons is responsible for an important feature of QCD, the running of
the strong coupling constant αs(Q2) = g2s(Q

2)
4π . It can be determined by calculating higher-order

corrections to the gluon propagator with the well known result that the coupling decreases
at higher energy scales Q2, and increases at lower energies. The stronger coupling at lower
energies is connected to the confinement of the quarks and gluons, while the decrease of the
coupling is known as asymptotic freedom which is crucial for the application of perturbation
theory to QCD. It is the reason why QCD processes can only be computed perturbatively at
sufficiently high energy, where the confined constituents of hadrons act as quasi-free particles.

QCD αs(Mz) = 0.1181 ± 0.0011

pp –> jets
e.w. precision fits (N3LO)

0.1

0.2

0.3

αs (Q2)

1 10 100Q [GeV]

Heavy Quarkonia (NLO)
e+e– jets & shapes (res. NNLO)

DIS jets (NLO)

April 2016

τ decays (N3LO)

1000

(NLO
pp –> tt (NNLO)

)(–)

Figure 3.1: Summary of measurements of αs function of the energy scale Q. The respective degree
of QCD perturbation theory used in the extraction of αs is indicated in brackets (NLO: next-to-leading
order; NNLO: next-to-next-to-leading order; res. NNLO: NNLO matched with resummed next-to-
leading logs; N3LO: next-to-NNLO). Taken from [27].

At leading-order, the coupling decreases logarithmically as

αs(Q
2) =

1

β0 ln

(
Q2

Λ2
QCD

) ,
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3 Quantum chromodynamics

where
β0 =

11

2
− 1

3
nf ,

is the leading coefficient of the so-called beta-function, and ΛQCD is the Landau-pole of QCD,
which defines the value of the coupling constant at a certain scale. The behavior of the coupling
constant extracted from measurements using up to next-to-NNLO calculations is depicted in
Figure 3.1.

3.3 Perturbative QCD

The Feynman rules for a perturbative treatment of QCD can be derived from the Lagrangian.
The propagator rules originate in the kinetic terms

L0 = ψ̄i(i/∂ −m)ψi −
1

4
GaµνG

µν
a = ψ̄i(i/∂ −mψi)−

1

4
(∂µAaν − ∂νAaµ)2.

The first term leads to the propagator D̃F(p) of the quark field,

p
j i =

iδij

/p−m+ iε

and the second term to the gluon propagator

µ; a ν; b =
−igµν + (1− ξ)p

µp
p2

p2 + iε
δab.

The propagators are identical to the propagator of uncolored fermions and photons, except for
a factor of δij or δab accounting for color conservation.
Expanding the remaining parts of the Lagrangian, we get the interaction terms

Lint = −gsfabc(∂µAaν)AbµAcν −
1

4
g2s(f

eabAaµA
b
ν)(f

ecdAcµA
d
ν) + gsA

a
µψ̄iγ

µT aijψj .

Using Wick’s theorem for the three- and four-point function of the gluons, we can derive the
vertex rules

k

q

p

ν; b

ρ; c

µ; a = gsf
abc [gµνs (k − p)ρ + gνρs (p− q)µ + gρµs (q − k)ν ] ,

and

µ; a ν; b

σ; dρ; c

=

−ig2s [fabef cde(gµρs gνσs − gµσs gνρs )

+fabef cde(gµρs gνσs − gµσs gνρs )

+fabef cde(gµρs gνσs − gµσs gνρs )].
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3.4 Divergences and Regularization

The last term in the interaction Lagrangian generates the quark-gluon vertex

j

i

µ; a = igγµT aij .

Here we do not give the Feynman rules for the ghosts, as they only couple to the gluons, and
are therefore not relevant for the Drell-Yan process at NLO.

3.4 Divergences and Regularization

When calculating Greens functions at the lowest-order (tree-level), finite results are obtained.
Problems arise at higher orders, because virtual particles in the Feynman diagrams can form
closed loops. As a consequence, an unconstrained four-momenta emerges, which has to be
integrated over according to the Feynman rules. At next-to-leading order (NLO), this leads
to loop-integrals of the form

(−ig)2
ˆ

d4q

(2π)4
qµ1 ...qµm

(q2 −m2
0 + iε)

[
(q + p1)2 −m2

1 + iε)
]
+ ...+ [(q + pn)2 −m2

n + iε)]
, (3.1)

where several types of divergences can turn up:

• Through the unconstrained momenta in the integration, divergences can turn up for
q →∞, which are called ultraviolet (UV) divergences.

• If one propagator in the loop integral corresponds to a particle with vanishing mass
mi = 0, there can be a divergence in the region of low momenta q → 0, called infrared
(IR) divergence. In QCD, one encounters these divergences often, because the gluon is
massless, and the quarks are often assumed to be massless.

• When a massless particle radiates another massless particle and the 3-momenta of these
particles are parallel, a collinear divergence appears. This can happen in loop integrals
of the form ˆ

d4q

(2π)4
1

q2 [(q + p)2 + iε)]

in the region ~q ∝ ~p, when the particle associated with p is a massless on-shell particle
(p2 = 0), and also in phase-space integrals, where additional particles are emitted.

• IR and collinear divergences can overlap, resulting in doubly divergent expressions. They
will be discussed further in section 3.7

The first step to handle these divergences is to make them explicit by introducing some kind
of regularization. Then the key idea to get rid of the divergences, is the simple demand that
physical quantities have to be finite. This leads to well-defined procedures to absorb the UV-
or IR singularities, which we will discuss later. First we need to introduce a regularization
scheme.
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3 Quantum chromodynamics

Several methods exist, such as the introduction of a momentum cutoff, Pauli-Villars regu-
larization, or the introduction of a lattice. The preferred method nowadays is dimensional
regularization [6], which has the main advantage of preserving Lorentz- and gauge invariance.
One exploits the fact that by changing the dimension of space-time from 4→ D, the divergent
behavior of the loop integral changes because of the transition

ˆ
d4q

(2π)4
→
ˆ

dDq

(2π)D
,

and therefore can be regulated. The results are functions of D with poles at D = 4. As
any regularization prescription, this introduces a scale on which the results will depend. This
follows from the fact that the action of the theory

S =

ˆ
dDxL

has to be a dimensionless quantity, hence the mass dimension of the Lagrangian has to be
[L] = −D. By analyzing the mass dimensions of the fields and couplings of the respective
Lagrangian, e.g. the QCD Lagrangian, one finds that for the coupling constant to remain
dimensionless, a scale µ with mass dimension [µ] = 1 has to be introduced, and couplings have
to be replaced by

g → µ(4−D)/2g.

In this way, the coupling remains a dimensionless quantity, and the results can be consistently
expanded with respect to 4−D. One often uses the parametrization D = 4−2ε so that in the
expansion of divergent results the singularities are located at ε → 0. UV-divergent integrals
will thus converge for ε > 0, IR-divergent integrals for ε < 0. It is useful to distinguish
the divergences by writing ε = εUV for terms that are UV-divergent, and ε = εIR for the
IR-divergent poles, as the cancellation of UV- and IR- poles can be checked separately.

3.4.1 Calculation of Loop-Integrals

The tensor integrals (3.1) in NLO calculations can always be decomposed into basic scalar
integrals of the form

µ4−D
ˆ

dDq
1

D0...Di
,

with
D0 = q2 −m2

0 + iε, Di = (q + pi)
2 −m2

i + iε for i 6= 0.

Only the first four scalar integrals

A0 =
(2πµ)4−D

iπ2

ˆ
dDq

1

D0
=

ˆ
q

1

D0

...

D0 =

ˆ
q

1

D0D1D2D3
,
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3.4 Divergences and Regularization

are linearly independent. Using a calculational trick called Feynman parametrization (see
Appendix A.2), the scalar integrals can be further reduced to the generic integral

In(A) =

ˆ
dDq

1

(q2 −A+ iε)n
,

which converges for D < 2n and A > 0. It can be solved by exploiting Cauchy’s Theorem,
which allows the exchange of the integration along the real axis with an integration along the
imaginary axis. This procedure is called Wick Rotation, and allows to render the integral
into and euclidean integral

In(A) = i

ˆ
dDqE

(−1)n(
q2E +A− iε

)n .
Here, qE is an euclidean vector in D-dimensions, with euclidean metric q2E = q2E,0 + ~qE

2, such
that the integral is spherically symmetric. Therefore, we introduce D-dimensional spherical
coordinates ˆ

dDqE =

ˆ
dΩD

∞̂

0

dqEq
D−1
E =

ˆ
dΩD

∞̂

0

dq2E
1

2
(q2E)

D/2−1

resulting in

In(A) = i(−1)n
ˆ

dΩD

∞̂

0

dq2E
1

2

(q2E)
D/2−1(

q2E +A− iε
)n .

The integral over the solid angle gives
ˆ

dΩD = ΩD =
2πD/2

Γ(D/2)
,

such that only the one dimensional integral

In(A) = i(−1)n πD/2

Γ(D/2)

∞̂

0

dx
xD/2−1

(x+A− iε)n
.

remains. This can now be solved by ordinary methods, and gives the final result

In(A) = i (−1)n πD/2
Γ(n− D

2 )

Γ(n)
(A− iε)

D
2
−n .

In calculations, it turns out that factoring in the following way is useful

µ4−D
ˆ

dDq

(2π)D
=

i

(4π)2
(2πµ)4−D

iπ2

ˆ
dDq =

i

(4π)2

ˆ
q
,

where we introduced the abbreviation
´
q for the q - integral. This motivates a slightly modified

version of the generic integral

Ĩn(A) =

ˆ
q

1

(q2 −A+ iε)n
=
(
4πµ2

) 4−D
2 (−1)n

Γ(n− D
2 )

Γ(n)
(A− iε)

D
2
−n , (3.2)

which includes the conventional factor of (2πµ)4−D

iπ2 .
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3 Quantum chromodynamics

3.4.2 The quark self-energy

With the techniques established so far, we can calculate next-to-leading order corrections to
Green’s function. As an example, we consider the two-point function G(p,−p), because as we
have seen, it is one of the building blocks of any connected Green’s functions. Since this thesis
focuses on QCD corrections to the Drell-Yan process, we examine the QCD-corrections of the
quark two-point function. The diagrams up to order O(g2s) are:

iG(/p) = i j + i j .

According to the Feynman rules, this results in the expansion

iG(/p) = δij
i

/p−m
+ δij

i

/p−m
iΣ(/p)

i

/p−m
+O(g2s),

where
iΣ(/p) = CF (igs)

2 µ4−D
ˆ

dDq

(2π)D
γµ

i(/q +m)

q2 −m2 + iε
γµ

−i
(q − p)2 + iε

is the the self-energy loop diagram. Using m → 0 as well as the notation introduced before,
we are left with

iΣ(/p) = −iCF
g2s

(4π)2

ˆ
q

γµ(/q +m)γµ(
q2 −m2 + iε

)(
(q − p)2 + iε

) = −iCF
g2s

(4π)2

ˆ
q

(2−D)/q(
q2 + iε

)(
(q − p)2 + iε

)
︸ ︷︷ ︸

I

.

This can be reduced to the generic integral using Feynman parametrization

I =

ˆ
q

1ˆ

0

dx
(2−D)/q

[(q − xp)2 + p2x(1− x) + iε]2
,

where we can now shift the denominator q → q + px and drop terms that are odd in q, since
these vanish under the q-integration. In this way, we arrive at the generic integral

I =

ˆ
q

1ˆ

0

dx
(2−D)/px

[q2 −A+ iε]2
(3.3)

with A = −p2x(1− x). Using the result for the generic integral (3.2), this transforms to

I = (2−D)
(
4πµ2

) 4−D
2

Γ(2− D
2 )

Γ(2)
/p

1ˆ

0

dx
(
−p2x(1− x)− iε

)D
2
−2
x

= (2−D)

(
4π

µ2

−p2

) 4−D
2

Γ(
4−D

2
)/p

1ˆ

0

dx (1− x)
D−4
2 x

D−2
2 ,
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3.5 Renormalization

where an UV-singularity in the gamma function Γ(4−D2 ) appears. The remaining integration
over x results in a beta function,

I = (2−D)

(
4π

µ2

−p2

) 4−D
2

Γ(
4−D

2
)/pB(

D − 2

2
,
D

2
),

which can be reduced using the properties for the gamma functions (see Appendix A.1). We
furthermore introduce ε = 4−D

2

I = (2−D)/p

(
4π

µ2

−p2

)ε
Γ(1 + ε)

ε

Γ(1− ε)Γ(2− ε)
Γ(3− 2ε)

.

Expanding
Γ(1− ε)Γ(2− ε)

Γ(3− 2ε)
= −1− ε+O(ε),

we arrive at the regularized self-energy of

Σ(/p) = CF
g2s

(4π)2
/p (4π)

εΓ(1 + ε)

[
1

εUV
+ 1 + ln

(
µ2

p2

)
+O (ε)

]
(3.4)

Σ(/p) = CF
g2s

(4π)2
/p

[
1

εUV
− γE + ln

(
4πµ2

p2

)
+O (ε)

]
, (3.5)

where the pole was labeled explicitely as UV-pole ε = εUV. To take the limit ε→ 0, the pole
has to be removed, which will be discussed in the next section.

3.5 Renormalization

The self-energy graph Σ(/p) contributing to the quark Green’s function diverges. We want
to remove this divergence, which can be done systematically order-by-order in perturbation
theory, and is called renormalization [6]. The key idea is that physical observables are finite,
and in QFT are related to Green’s functions which therefore should be finite to. Thus, if
infinite quantities appear in the result of the theory, it is not well defined. Looking at the
Lagrangian, we can identify parameters of the theory which can be redefined to absorb these
infinities in perturbative corrections:

LQCD = ψ̄i

(
iγµD

µ
ij −mδij

)
ψj −

1

4
GaµνG

µν
a

= ψ̄i
(
∂µδijψj − igsT aijAµa −mδij

)
ψj −

1

4
Gaµν .

It might not immediately be clear in our case, which parameter to redefine. As we set m→ 0,
the remaining obvious parameter is gs, but this is needed for the renormalization of the quark-
gluon vertex and the three- and four- gluon vertex, which will not be discussed here.
By recalling, that the quark two-point function in position space is just the time ordered vev
of the quark fields

G(x1, x2) = 〈T {ψ(x1)ψ(x2)}〉 ,
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3 Quantum chromodynamics

we see that by redefining the normalization of the fields as

ψ → ψR =
1√
Zψ

ψ

with some formally infinite normalization constants Zψ, the Green’s function can be modified.
It receives the correction

GR(x1, x2) =
1

Zψ
G(x1, x2),

or in momentum space
GR(/p) =

1

Zψ
G(/p).

The normalization constant Zψ can now be chosen to absorb singularities in G. At leading-
order we require Zψ = 1, as there is no need to renormalize LO Green’s functions. At higher
orders, we can cancel the infinite corrections by expanding

Zψ = 1 + δψ

where δψ is called a counterterm, with a series expansion starting at order g2s . Inserting this
into the Green’s function

iGR(/p) =
δij
Zψ

(
i

/p
+
i

/p
iΣ(/p)

i

/p

)
= δij

(
i

/p
+
i

/p

[
i
(
Σ(/p) + δψ/p

)] i
/p

)
it can now be rendered finite by choosing δψ to remove the divergent parts of Σ(/p). We see
that

δψ = −CF
g2s

(4π)2
1

εUV

leads to a finite answer for any p. Still, the choice is not unique. Finite parts can be absorbed
into the counterterm, where different prescriptions exist for choosing those, which are called
subtraction schemes. The choice above corresponds to the minimal subtraction scheme (MS),
where only the poles are removed. It is almost always upgraded to modified minimal sub-
traction (MS), where the factors of γE and ln 4π are also removed. As physical observables
should not depend on the subtraction scheme, we will in any scheme demand conditions for
the renormalized parameters of the theory, that ensure this. To see how this works, we sum
up corrections of the form

iG(/p) = + + + ...,

which just produces the series

iG(/p) = δij

(
i

/p
+
i

/p
iΣ(/p)

i

/p
+
i

/p
iΣ(/p)

i

/p
iΣ(/p)

i

/p
+ ...

)
=
iδij

/p

(
1 +
−Σ(/p)
/p

+

(−Σ(/p)
/p

)2

+ ...

)

=
iδij

/p

1

1 +
Σ(/p)

/p

=
iδij

/p+Σ(/p)
.
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3.6 LSZ and renormalization

We can again calculate the renormalized Green’s function which will give

iGR(/p) =
1

Zψ
iG(/p) =

iδij

/p+Σ(/p) + δψ/p
.

We can conveniently define ΣR(/p) = Σ(/p) + δψ/p to write this simply as

iGR(/p) =
iδij

/p+ΣR(/p)
. (3.6)

More generally, we can consider this result as the series of diagrams of the form

iG(/p) = + 1PI + 1PI 1PI ,

where the blobs are one-particle irreducible (1PI) graphs.

By this summation, it can be seen that the corrections to the propagator change the residuum of
the two-point function. As shown previously, the location of the poles of the two-point function
are relevant in the LSZ Formula, so we will revisit it for renormalized Green’s function in the
next section.

3.6 LSZ and renormalization

The LSZ Formula can be used to explain how different renormalization schemes can lead to the
same observable, which in this case is the S-matrix. In order to investigate this, we reformulate
the LSZ Formula for renormalized n-point Green’s functions

GR(p1, ..., pn) = Z
−n/2
ψ G(p1, ..., pn).

The S-matrix elements will consequently be calculated using renormalized truncated Green’s
functions. As in (2.4) they can be obtained by truncating all external legs with renormalized
propagators,

Gtrunc,R(p1, ..., pn) = G−1
R (p1,−p1) ... G−1

R (pn,−pn)GR(p1, ..., pn)

= Z
n/2
ψ Gtrunc(k1, ..., kn)

and S-matrix elements will then be given by

〈−ps+1....− pn|S|p1....ps〉 = R
n/2
R G̃trunc,R(p1, ..., pn)|p2i=M2

i
(3.7)

= R
n/2
R Z

n/2
ψ G̃trunc(p1, ..., pn)|p2i=M2

i
.

This is the correct formula to evaluate S-matrix elements in a renormalized quantum field
theory, where RR is determined analogously to (2.2) from the renormalized two-point function.
It has the same form as the original formula, but now we encounter the product R = RRZψ,
which can be interpreted as the unrenormalized LSZ factor. Different choices for the field
renormalization Zψ will be exactly compensated by the renormalized LSZ factor RR, which
is determined at the physical mass of the external particles, resulting in a factor that is
independent of the renormalization scheme.
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3 Quantum chromodynamics

If we for example renormalize according to the MS-scheme, we have to determine the LSZ
factor RR which will be non trivial.

There exists another commonly used scheme, the on-shell scheme, where Zψ is determined
from the condition that the renormalized propagator has a residue of one at the physical mass.
Thus in this case RR = 1 automatically holds.

We won’t discuss the renormalization of the coupling constant here, as it is less important for
the Drell-Yan process. For a detailed description see [5].

3.7 Mass Divergences

In the previous sections we showed how to eliminate UV-divergences by the procedure of
renormalization. In section 3.4 we already mentioned that different types of divergences, the
infrared and collinear divergence, can appear in perturbative calculations. These originate
in the exchange or emission of massless particles, so they are called mass divergences, and
represent a defect in of the theory. The problem in QCD is that quarks and gluons are not the
asymptotic states of the theory, which can be prepared and measured with defined momenta
in experiments. Considering for example the process

e+e− → q(k1)q̄(k2),

where the two quarks carry momentum k1 and k2, then there is no way to distinguish it from
the process

e+e− → q(k′1)q̄(k2)g(k0),

where one of the quarks was accompanied by a collinear photon ~k′1 ∝ ~k0, such that ~k1 =
~k′1 + ~k0. When computing the first process, we therefore chose one out of many energetically
indistinguishable degenerate states. This is unphysical and results in singularities. The same
problem could occur in the initial state, e.g. for quark-gluon scattering. The example above
already suggests the solution: Looking at the gluon emission process we see that it also yields
mass singularities due to the phase space integration of the gluon, and that these singularities
exactly cancel. Thus, by summing over the energetically degenerate states, an IR-safe cross
section can be obtained in this example.

It has been formally established by the Bloch-Nordsieck [7] and Kinoshita-Lee-Nauenberg
[8, 9] theorems, that sufficiently inclusive quantities are finite in the massless limit. Mass
divergences cancel exactly between the real, collinear and virtual contributions in the final
state, as in the above example. If we had chosen a process, with quarks or gluons in the
initial state, there would arise collinear singularities in the initial state. These do not cancel
after summing the different contributions and have to be absorbed into parton distribution
functions by appropriate factorization theorems. This will be discussed in the calculation of
the finite Drell-Yan cross section in section 5.4.
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4 Parton Model

In the previous chapter, QCD was presented as the theory of strong interaction. However, it
can only be applied to its fundamental particles, the colored quarks and gluons, which can
never be observed as free states. How can the scattering of hadrons that are bound states of
interacting quarks and gluons be dealt with? Intuitively a perturbative treatment should be
possible in the high energy limit because the strong force becomes weak at short distances.
This turns out to be the case for many processes at hadron-colliders in certain limits.

4.1 Deep inelastic scattering

The first process that played a fundamental role in developing a framework for hadronic cross
sections was deep inelastic scattering (DIS). In DIS, a hadron is probed by a point-like lepton.
Usually, one refers to DIS as the specific process

e− + P → e− +X,

where an electron is scattered off a proton, and additional final state particles X are created.
Knowing nothing about the structure of the final state, the cross section can be parametrized
by the structure functions W1(Q

2, x) and W2(Q
2, x) in the general form

d2σeP
dQ2 dν

=
πα2

4E2 sin4 θ2

1

EE′

[
W2(Q

2, x) cos2
θ

2
+ 2W1(Q

2, x) sin2
θ

2

]
. (4.1)

Here Q2 = −q2 = (pe − p′e)2 is the momentum transfer and ν = E − E′ is the energy transfer
in the lab frame.

Bjorken predicted [10] that at high energies the structure function should behave like

MW1(Q
2, ν)→ F1(x),

νW2(Q
2, ν)→ F2(x),

only depending on the scale variable
x = Q2

2Mν ,

which is therefore also called Bjorken x. Here M denotes the mass of the proton. His prediction
was verified shortly afterwards in DIS experiments [12]. Feynman interpreted this Bjorken
scaling as result of the incoherent scattering on point-like constituents of the nucleon, which
he called partons. His parton model gave a simple explanation of the scattering process. The
essential assumption is that at large energy and momentum transfers the electron interacts
only elastically with quasi-free, point-like constituents of the proton. This seems odd at first,
because what makes the proton a bound object is exactly the fact that the partons interact
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4 Parton Model

with each other and are therefore not free. However, looking at the timescales of the scattering
in a frame where the proton carries large momentum, this can be justified by the so-called
impulse approximation.
If we for example assume that the electron will interact electromagnetically with the proton,
then the exchange photon will have a very short lifetime owing to the high momentum transfer
Q. On the other hand, the processes that govern the partonic state inside the proton will be
time dilated, such that the partons can be regarded as free particles during the interaction.
Because of its high virtuality, the photon can only interact with one of the partons, which will
carry a definite fraction ξ of the proton’s momentum P with 0 < ξ < 1. If the momentum
transfer Q is sufficiently high, the so-called hard interaction between the electron and the
parton is perturbatively calculable.

The inelastic hadronic process therefore separates into the hard elastic scattering of the electron
on one parton, and everything that happens before and after this hard process on much larger
timescales. Because of the different timescales of the so-called short and long distance effects,
one assumes the hard and soft processes not to interfere quantum mechanically. The cross
section is thus given by a combination of probabilities, where the partonic (hard) cross section
σei is convoluted with the probability fi/P(ξ) that a parton carries momentum fraction ξ,

d2σeP
dQ2 dν

=
∑
i

ˆ 1

0
dξ fi/P(ξ)

dσei
dQ2 dν

. (4.2)

As there can be different types of partons, a sum over all partons that participate in the
interaction has to be included.

e− e−

Proton
X

(a) General DIS
−→

e− e−

Proton
P

ξP
X

(b) In parton model

Figure 4.1: Schematic representation of the transition to the parton model for deep inelastic scat-
tering. Instead of inelastic scattering on the proton, the electron scatters elastically on a parton with
momentum ξP . The cross section is given by summing over all partons and integrating over the mo-
mentum fraction ξ.

The cross section for the partonic process can easily be calculated, as it merely describes the
the scattering of point-like particles. If one assumes the parton to be a spin 1

2 particle, the
scattering cross section reads

d2σei
dQ2 dν

=
πα2Q2

i

4E2 sin4 θ2

1

EE′

[
cos2

θ

2
+

Q2

2m2
i

sin2
θ

2

]
δ(ν − Q2

2mi
)

where Qi is the charge of the parton. To obtain the DIS cross section this has to be integrated
over the parton momentum fraction ξ according to (4.2). As the four-momentum of the parton
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4.1 Deep inelastic scattering

is given by pi = ξP in the lab frame, with the proton at rest, we have mi = ξM . In this way,
we can modify the δ−function to

δ(ν − Q2

2mi
) = δ(ν − Q2

2Mξ
)

and thus the DIS cross section in the parton model simplifies to

d2σeP
dQ2 dν

=
∑
i

ˆ 1

0
fi/P(ξ)

πα2

4E2 sin4 θ2

1

EE′Q
2
i

[
cos2

θ

2
+

Q2

2M2x2
sin2

θ

2

]
δ(ν − Q2

2Mξ
). (4.3)

This can be compared to (4.1) to read off the structure functions

F1(x) =
∑
i

Q2
i

2
fi/P (x), F2(x) =

∑
i

Q2
ix fi/P (x),

where the Bjorken scaling emerges as a prediction of the parton model. In Figure 4.2 exper-
imental data demonstrating this to a good extend are shown. At leading-order the structure
function are related to each other by the Callan-Gross-relation [15]

2xF1(x) = F2,

which is a consequence of the assumption, that the partons carry spin 1
2 . This assumption

was soon supported by experimental data on DIS and together with other observations this
gradually led to the quark parton model, which today in an enhanced version is an established
ingredient for the calculation of hadronic cross sections. Here the partons are identified with
quarks and gluons, and the structure function in DIS is a sum of quark (and antiquark)
distribution functions ff (x)

F2(x) = x ·
∑
f

Q2
f

(
ff (x) + f̄f (x)

)
,

where f = {u, d, c, s, t, b} denotes the quark flavor, and Q2
f the corresponding quark charge.

The functions fi(x) are called parton distribution functions (PDFs) and, as probabilities, fulfill
a number of sum rules, such as that integrals of the form

ˆ
dξ
[
ff (ξ)− ff̄ (ξ)

]
have to result in the number of valence quarks of the respective hadron, e.g. for the proton

ˆ
dξ [fu(ξ)− fū(ξ)] = 2,

ˆ
dξ [fd(ξ)− fd̄(ξ)] = 1,

while all other combinations like ˆ
dξ [fs(ξ)− fs̄(ξ)] = 0

vanish. Additionally, from momentum conservation it follows that∑
i

ˆ
dξ [ξfi(ξ)] = 1.
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4 Parton Model

It was found that if all quark-PDFs are included in the above sum over i, then∑
quark flavors

ˆ
dξ [ξfi(ξ)] ≈ 50%,

which means only 50% of the proton’s momentum are carried by quarks. What is missing in
this sum are the gluon PDFs, which are not relevant for the structure functions of DIS, as they
do not couple to the photon. They carry the remaining 50% of the proton momentum.

The PDFs contain non-perturbative information about the respective hadron. As there are no
techniques to calculate these from theory, they have to be determined by fitting experimental
data. We show example PDFs determined by the CTEQ collaboration [11] in Figure 4.3.
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Figure 4.2: The proton structure function F2 measured in different DIS experiments on protons.
Taken from [27].
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Figure 4.3: CT14 [11] parton distribution function for u−, d− and ū− quarks, and the gluon.

4.2 The Drell-Yan process

In 1970, Christenson et al. reported the first observation of continuous µ+µ−− pairs produced
in hadron-hadron collisions. Drell and Yan were the first to give a theoretical description for
the process involved by applying the same simple parton picture as in DIS. This was further
convincing evidence that the parton model provides the correct framework for high energy
collisions of hadrons in general.

In the parton model, the lepton production from two initial hadrons

HA +HB → l+ + l− +X,

is the result of the annihilation of a parton-antiparton pair into an intermediate vector boson,
like the γ or Z0, which then decays into a pair of leptons (dilepton pair).

l+

l−

xaPA

xbPB

γ,Z0

PA

PB

Figure 4.4: Drell-Yan process in the parton model, where two partons with momentum fractions xa
and xb annihilate into an intermediate vector boson, which then decays into a dilepton pair.
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4 Parton Model

One often uses the term Drell-Yan production in a more general way to describe any process,
where an intermediate boson is produced by the annihilation of two initial partons. For
example, the process

ū+ d→W−

is one channel of the Drell-Yan W− production.

The differential cross section of the Drell-Yan process factorizes in an analogous way to DIS,
which can also be justified in the impulse-approximation. The hadronic cross section is conse-
quently determined by the same parton (fa/A) and antiparton (fb/B) distributions measured
in deep inelastic lepton scattering and can analogously to DIS be written as a convolution with
the partonic cross section σab(xaPA, xbPB) resulting in

dσHAB =
∑
a,b

1ˆ

0

dxa

1ˆ

0

dxb fa/A(xa)fb/B(xb)dσab(xaPA, xbPB). (4.4)

Although the cross section can be written differentially in the parton momentum fractions xa
and xb, these variables are not directly observable. Typically the dilepton energy E and the
longitudinal momentum pl are measured. From these one constructs the kinematic variables
Feynman x

xF =
2pl√
s
,

and the dilepton mass squared
M2 = E2 − p2l .

These are directly related to the parton variables xa and xb via

xF = xaxb, τ =
M2

s
=

Q2

xaxbs
.

Another commonly used variable is the rapidity, given by

y =
1

2
ln

(
E + pl
E − pl

)
=

1

2
ln
xa
xb
.

Cross sections from experiments are often given differentially in one or two of these kinematic
variables, which can be compared to the prediction, e.g.

dσHAB
dMdy

=
∑
a,b

xaxb
xa + xb

dσab(xa, xb, Q
2)fa/A(

√
τ)fb/B(

√
τ).
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4.2 The Drell-Yan process

4.2.1 Phenomenology of the Drell-Yan process

While first measured in 1970, the Drell-Yan process is still important for hadron colliders such
as LHC for several reasons.

1. It is highly sensitive to the parton distribution functions, where

a) at LHC even sea-quark PDFs can be accessed, for instance anti-down or strange
quarks.

b) nuclear parton distribution functions (nPDFs), meaning PDFs for bound systems
of protons and neutrons can be determined. These play an important role at RHIC
and LHC in heavy ion collisions.

2. Electroweak observables can be measured to high precision. Examples are

a) the W boson mass and width (through W±−production) [16].

b) the weak mixing angle (γ∗/Z−production) [17].

c) the lepton asymmetry (Wproduction) [18].

3. The W− and Z− boson production are used for detector calibration and luminosity
monitoring.

4. Because of the clean final state, new gauge bosons, such as Z ′ or W ′ may be visible in
Drell-Yan production at LHC. For instance, a Z ′ could appear as additional resonance
in the dilepton invariant mass plot.

PDF uncertainty and the strange quark The first point is connected to one of the main
uncertainties for hadron-hadron colliders, the uncertainty of the PDFs. The up and down
quark contributions are now known to high accuracy, but especially the PDFs for heavier
quark flavors still have large uncertainties. Because of the high beam energy at LHC, where
lower xa/b can be accessed, Drell-Yan production can give stronger constraints on these PDFs,
which in return allows for more precise predictions1.

Recently, this aspect has for instance been investigated by A. Kusina et al. [19] with focus
on the strange quark distribution fs(x), where in Figure 4.5 the rapidity distribution for W±

and Z0 production for beam energies corresponding to Tevatron, LHC 7 and LHC 14 are
shown at LO. At Tevatron, the first generation quarks dominate the production processes,
while contributions from strange quarks are comparably small with 9% for W± and 5% for Z
boson production. At the LHC, subprocesses containing strange quarks are considerably more
important, and especially at 14 TeV for instance the sc̄ channel in W− production contributes
28% to the cross section.

1Of course one must use independent data for further constrains of PDFs and new predictions, to avoid
overfitting.

31



4 Parton Model

y 
-3-2-10123

/d
y 

[n
b
] 

σ
 

d
 

-2 10 

-1 10 

1 

Tevatron − W 

du 

dc 

sc 

su 

y 
-3-2-10123 

/d
y 

[n
b
] 

σ
 

d
 

-2 10 

-1 10 

1 

TevatronW + 

d u 

d c 

s c 

s u 

y 
-3-2-10123 

/d
y 

[n
b
] 

σ
 

d
 

-2 10 

-1 10 

1 

Tevatron 0 Z 
u u 

c c 

s s 
d d 

(a) Tevatron

y 
-4-2024 

/d
y
 [

nb
] 

σ
 

d
 

-2 10 

-1 10 

1 

10 LHC 7 − W 

du 

dc 

sc 

su 

y 
-4-2024 

/d
y
 [

n
b
] 

σ
 

d
 

-2 10 

-1 10 

1 

10 LHC 7W + 

d u 

d c 

s c 

s u 

y 
-4-2024 

/d
y
 [

nb
] 

σ
 

d 

-2 10 

-1 10 

1 

10 LHC 7 0 Z 

u u 

c c 

s s d d 

(b) LHC with
√
s = 7TeV

y 
-4-2024 

/d
y 

[n
b]

 
σ

 
d 

-2 10 

-1 10 

1 

10 
LHC 14 − W 

du 

dc 

sc 

su 

y 
-4-2024 

/d
y 

[n
b]

 
σ

 
d 

-2 10 

-1 10 

1 

10 
LHC 14W + 

d u 

d c 

s c 

s u 

y 
-4-2024 

/d
y 

[n
b]

 
σ

 
d 

-2 10 

-1 10 

1 

10 
LHC 14 0 Z 

u u 

c c 

s s d d 

(c) LHC with
√
s = 14TeV

Figure 4.5: Partonic contributions to the differential cross section of on-shell W±/Z boson production
at LO as a function of the vector boson rapidity. Partonic contributions containing a strange or anti-
strange quark are denoted by (red) dashed and (blue) dot-dashed lines. The solid lines show the total
contribution. Taken from [19].

Determination of W−mass To give an example for the sensitivity for electroweak ob-
servables, we refer to the determination of the W−mass by the CDF collaboration [16]. The
W−mass was obtained by fitting MC-events of Drell-Yan W → eν production to the observed
transverse mass peak in the differential cross section measured at Tevatron (Figure 4.6). The
resonance has the form

dσ

dM2dMT
∝ ΓWMW

(M2 −M2
T)

2 + Γ2
WM

2
W

1

M
√
M −MT

due to the finite decay width ΓW of the W−boson. Here M(T) is the invariant (transversal)
mass of the leptons (me + mν). The result from 470 126 W → eν candidates and 624 708
W → µν candidates was MW = 80387 ± 19MeV/c, which to date is the most precise single-
experiment measurement of the W−boson mass.
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4.2 The Drell-Yan process

Figure 4.6: The transverse mass peak for a W → µν signal observed at CDF. Taken from [20].

Nuclear PDFs Parton distribution functions are universal in the sense that they do not
depend on the partonic process. Thus, they can for instance be extracted from DIS experiments
and then be used for different processes. As they depend on the hadron under consideration,
the question arises, how to extend the notion of hadronic PDFs to PDFs for nuclei. This is for
instance especially important for heavy-ion collisions.

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
x1

0.7

0.8

0.9

1.0

1.1

D
Y

-R
at

io

Q2 =4.5 GeV

nCTEQ prediction
FNAL E866, W/Be

Figure 4.7: Comparison of a theoretical prediction for the Drell-Yan ratio R = σW

σBe with data from
Fermilab experiment FNAL E866. The ratio was computed using nCTEQ15 PDFs. σ denotes the cross
section differential in x1 and M .

Nuclear PDFs (nPDFs) can of course be defined, but as the nucleus is not an ensemble of free
protons and neutrons, the nuclear PDFs will differ from the naive additive combination of free
proton and neutron PDFs. As a consequence, the nPDFs have to be determined individually
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4 Parton Model

for each nucleus by global fits as well. This is done for instance by the nCTEQ collaboration
[21], where experimental DIS and Drell-Yan data with nuclei is fitted and uncertainties are
determined.
In Figure 4.7, we used the LO results that will be derived in the next section to compare the
ratio of the Drell-Yan cross section between different nuclei with the theoretical prediction
using nCTEQ15 PDFs.

4.3 The QCD improved parton model

In the modern framework of QCD, the parton model can be justified without using the impulse
approximation, but the more precise concept of factorization, which separates the long distance
and short distance physics at a certain scale µF, the factorization scale. It can be proven
for certain processes [22] such as DIS or Drell-Yan that the hadronic cross sections can be
split up into process dependent perturbatively calculable partonic cross sections and process
independent parton distribution functions. The factorization result for Drell-Yan is for instance

dσHAB(PA, PB) =
∑
a,b

1ˆ

0

dxa

1ˆ

0

dxb fa/A(xa, µ
2
F)fb/B(xb, µ

2
F)dσab(xaPA, xbPB, µ

2
F), (4.5)

which is the familiar result from the parton model, but the parton distributions and the
partonic cross section have gained an additional dependency on the factorization scale µF.
This scale defines the boundary between the short and long distance physics, and is not
determined a priori, but has to be chosen carefully according to the kinematics of the process.
It is for Drell-Yan or DIS usually chosen to be µ2F = Q2.
The implementation of QCD into the parton model enforces this scale dependency, because it
allows for interactions between the partons. If we consider as example DIS, when probing the
proton with a photon, beginning at a certain scale Q2

0, a point-like parton might be resolved
by the photon. At a higher scale Q2, as finer structure is observed, the quark might have
radiated a collinear gluon that was not visible at Q2

0 before interacting with the photon. Thus,
the photon interacts with a quark that carries less momentum. As a result, the partonic cross
section depends on the scale µ2F = Q2. The probabilities for such partonic interactions are
called splitting functions Pij(xz ),

z

x

z − x
Pqq Pgq Pgg Pqg

where Pij(
x
z ) gives the probability of a parton j radiating a collinear quark or gluon and

becoming a parton i with momentum fraction x
z . The splitting functions can be calculated in

QCD, and are given at leading-order by

P
(0)
ij (x) = δijδ(1− x),
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which is the naive parton model result. In first non-trivial order, one finds

P (1)
qiqj = P

(1)
q̄iq̄j = δijCF

(
1 + x2

(1− x)+
+

3

2
δ(1− x)

)
P (1)
gqi = P

(1)
gq̄i ≡ P

(1)
gq = CF

(
1 + (1− x)2

x

)
P (1)
qig = P

(1)
q̄ig ≡ P

(1)
qg = TF

(
x2 + (1− x)2

)
P (1)
gg = 2CA

(
x

(1− x)+
+ (1− x)

(
x+

1

x

))
+

11CA − 4nfTF
6

δ(1− x).

Here, the plus distribution [f(x)]+ is used, as defined in Appendix A.6. The splitting functions
govern the scale evolution of the PDFs by the famous DGLAP [24, 25, 26] equations

dµFfi(xa, µ
2
F)

d ln
(
µ2f

) =
αs
2π

∑
j

ˆ 1

x

dy

y
fj(y, µ

2
F)Pij(

x

y
),

where the Pij is the splitting function to all orders. The DGLAP equations are a consequence
of the fact, that the hadronic cross section to all orders should not depend on the factorization
scale, as stated in (4.5). We will see later at the end of the NLO calculation, how collinear
divergences are accompanied by the splitting functions.
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We now come to the calculation of the Drell-Yan process up to next-to-leading order in QCD.
As shown in section 4.2 the hadronic cross section factorizes as

dσHAB =
∑
a,b

1ˆ

0

dxa

1ˆ

0

dxb fa/A(xa)fb/B(xb)dσab(xaPA, xbPB), (5.1)

where dσab is the perturbatively calculable partonic cross section. In this section, we will start
by computing this at leading-order for various scenarios. Then the virtual and the real QCD-
corrections will be calculated. This will still not lead to a finite result because of the quarks
in the initial state. We will therefore switch to a more inclusive quantity, the hadronic cross
section, in order to absorb the remaining singularities into renormalized PDFs.

Before we begin, it is helpful to look at the general structure of the Green’s function we need
to calculate. As there is no four-vertex for fermions and there are no possible vertices for the
t and u channels, the leading-order Feynman diagram will have the form:

q

q̄

l+

l−

This can be compared to the general form of a four-point Green’s function (2.10) to infer that
the Green’s function (to all orders) only consists of the following connected Green’s function

Gc,tr = vb

q

q̄

l−

l+

. (5.2)

The vertex functions here contain all possible connected (and truncated) vertex graphs, and can
be expanded in the respective coupling strengths. The same can be done for the propagator.
The leading-order terms will then be given by the basic vertex given by the Feynman rules
and the free propagator for the exchange boson, thus resulting in the above Feynman diagram.
This will be the starting point for our calculation.
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5.1 Leading-order partonic cross section

We will calculate the leading-order partonic cross section σ(0)qq̄ first for the special case of photon
exchange in D dimensions. Then a generic case with general couplings will be examined in
D = 4 dimensions. Although the calculation in D dimensions is not necessary for the pure LO
cross section, the solution becomes useful when calculating NLO contributions in dimensional
regularization.
For the leading-order cross section, we can simply use the appropriate vertex rule for the vertex
function, and the corresponding propagator rule for the exchanged boson.

5.1.1 Photon production

We first look at the partonic Drell-Yan process qq̄ → γ → l+l−, where a photon is exchanged.
The diagram for this is

pb

pa

γ

k2

k1

q

q̄

l+

l−

.

Using the Feynman rules, we get the transition matrix

iM = δij [v̄(pa)(Qfe)γµu(pb)]
−i
q2

[ū(k1)(−e)γµv(k2)] .

where δij is a color conserving factor for the quark vertex. To compute the unpolarized cross
section, we have to average (sum) over the spin- and color degrees of freedom of the initial
(final) particles. This results in the color factor

1

N2
C

∑
i,j

δij =
1

NC
,

such that the amplitude is given by

|M| 2 = 1

NC

1

4

∑
spins
|M|2 =

Q2
fe

4

NCq4
HµνL

µν .

The factor of 1
4 accounts for the number of combinations of incoming quark spins. We include

the corresponding factor and spin summation in the tensors Hµνand Lµν . The tensors then
read

Hµν =
1

2
Tr
[
(/pa +ma)γ

µ(/pb −mb)γ
ν
]

Lµν =
1

2
Tr
[
(/k1 +m1)γ

µ(/k2 −m2)γ
ν
]
.
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5.1 Leading-order partonic cross section

The traces over the Dirac matrices can be evaluated using the trace identities for D-dimensions
(see Appendix A.3), yielding

Hµν = 2
[
pµap

ν
b + pνap

µ
b − g

µν (pa · pb +mamb)
]

Lµν = 2 [kµ1k
ν
2 + kν1k

µ
2 − g

µν (k1 · k2 +m1m2)] . (5.3)

When contracting both tensors, keeping in mind that gµνgµν = D, we get

HµνL
µν = 8

[
(pa · k1) (pb · k2)+(pa · k2) (pb · k1)+m1m2 (pa · pb)+mamb (k1 · k2)+2m1m2mamb

]
+ 4 (D − 4)

[
(pa · pb) (k1 · k2) +m1m2 (pa · pb) +mamb (k1 · k2) +m1m2mamb

]
. (5.4)

Now, we have reduced the transition amplitude to an expression involving only the particle
masses and scalar products of initial and final state momenta. To further reduce these scalar
products to simpler kinematical variables we use the center-of-mass system (CMS), where
energy squared is given by

s = q2 = (pa + pb)
2 = (k1 + k2)

2 .

Note that until we go to the hadronic level, all kinematic variables are understood to be
at partonic level. The distinction between for instance the hadronic CMS energy squared
(Pa + Pb)

2 will be introduced later, when it is needed. The partonic CMS kinematics allow us
to compute the scalar products

pa · pb =
1

2

(
s−m2

a −m2
b

)
, k1 · k2 =

1

2

(
s−m2

1 −m2
2

)
.

The remaining scalar products have to be calculated explicitly

pa · k1 = EaE1 − |~pa||~k1| cos θ pb · k2 = EbE2 − |~pb||~k2| cos θ

pa · k2 = EaE2 + |~pa||~k2| cos θ pb · k1 = EbE1 + |~pb||~k1| cos θ.

The energies and momenta can be related to s and the masses of the incoming and outgoing
particles as

E1=
s+m2

1 −m2
2

2
√
s

, E2=
s−m2

1 +m2
2

2
√
s

, |~k1|=|~k2| =
λ

1
2
12

2
√
s

Ea=
s+m2

a −m2
b

2
√
s

, Eb=
s−m2

a +m2
b

2
√
s

, |~pa|=|~pb| =
λ

1
2
ab

2
√
s
,

where we used the abbreviation
λij = λ(s,m2

i ,m
2
j ).

Inserting this into HµνL
µν , the only unknown kinematic variable is the CMS angle θ

HµνL
µν = a cos2 θ + b cos θ + c,

where the coefficients are given by
a =

1

s2
λ12λab,
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b = − 2

s2
(
m2

1 −m2
2

) (
m2
a −m2

b

)
λ1/2

(
s,m2

1,m
2
2

)
λ1/2

(
s,m2

a,m
2
b

)
,

and

c = 4
[(
s−m2

1 −m2
2

)
mamb +

(
s−m2

a −m2
b

)
m1m2 + 4mambm1m2

]
+

1

s2
(
s+m2

1 −m2
2

) (
s−m2

1 +m2
2

) (
s+m2

a −m2
b

) (
s−m2

a +m2
b

)
+(D−4)

[(
s−m2

a −m2
b

) (
s−m2

1 −m2
2

)
+ 4

(
s−m2

1 −m2
2

)
mamb + 4

(
s−m2

a −m2
b

)
m1m2

]
.

We can now write down the differential cross section for this process using

dσ
(0)
qq̄ =

1

F
|M| 2dPS(2) = 1

F

Q2
fe

4

NCq4
HµνL

µνdPS(2).

Inserting the phase space element (see Appendix A.4), we obtain

dσ
(0)
qq̄

d cos θdφ
=

1

16π2
(4π)ε

Γ(1− ε)
1√
s

 λ
1
2
12

2
√
s

1−2ε (
1− cos2 θ

)−ε 1

F

Q2
fe

4

NCq4
HµνL

µν ,

where the phase-space element is given in D = 4− 2ε. The total cross section is obtained by
integrating out the solid angle d cos θdφ

σ
(0)
qq̄ =

1

8π

(4π)ε

Γ(1− ε)
1√
s

 λ
1
2
12

2
√
s

1−2ε

1

F

Q2
fe

4

NCs2

ˆ 1

−1

(
1− cos2 θ

)−ε
HµνL

µνd cos .

Only the quadratic and constant terms of HµνL
µν contribute to the integral, and give a gamma

function

ˆ 1

−1

(
1− y2

)−ε
HµνL

µνdy =

ˆ 1

−1

(
1− y2

)−ε (
ay2 + c

)
dy

=

√
π

2

Γ(1− ε)
Γ(5−2ε

2 )
(a+ (D − 1)c) .

Together with F = 2λ
1
2
ab this leads to the general result

σ
(0)
qq̄ =

√
π

16πΓ(5−2ε
2 )

(4π)ε
1√
s

 λ
1
2
12

2
√
s

1−2ε

1

2λ
1
2
ab

Q2
fe

4

NCq4
[a+ (D − 1)c] , (5.5)

from which the cross section in D dimensions for any mass combinations can be calculated.
We consider the following two special cases:
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5.1 Leading-order partonic cross section

No masses
If we neglect all masses, then the Källén functions reduce to λ12 = λab = s2, which reduces
the coefficients of (5.5) to a = s2 and c = (D − 3)s2. The cross section then collapses to

σ
(0)
qq̄ =

√
π

16πΓ(5−2ε
2 )

(4π)ε
1√
s

(
s

2
√
s

)1−2ε 1

2s

Q2
fe

4

NCs2
[1 + (D − 1)(D − 3)] s2

=
πQ2

fα
2

NCs

(
4π

s

)ε √π(D − 2)2

22−2εΓ(5−2ε
2 )

=
4πQ2

fα
2

3NCs

(
4π

s

)ε 3
√
π(1− ε)2

22−2εΓ(5−2ε
2 )

.

Here, we have factored out the well-known Born cross section in D = 4 dimensions

σB =
4πQ2

fα
2

3NCs
,

to which this result reduces for ε→ 0. The important result in D-dimensions therefore is

σ
(0)
qq̄ = σB

(
4π

s

)ε 3
√
π(1− ε)2

22−2εΓ(5−2ε
2 )

, (5.6)

which we will need later for the NLO calculation.

Equal masses for incoming and outcoming particles
We also consider the case in D = 4 where ma = mb = mi and m1 = m2 = mf . The Källén
functions then reduce to

λ
1
2
12 = s− 4m2

f , λ
1
2
ab = s− 4m2

i ,

and a short calculation gives

a+ 3c

3
=

(
1 +

2mi

s

)(
1 +

2mf

s

)
.

Using this in (5.5), we obtain the result

σ
(0)
qq̄ =

4Q2
fα

2π

3NCs

√
s− 4m2

f

s− 4m2
i

(
1 +

2mi

s

)(
1 +

2mf

s

)
.

5.1.2 Generic exchange particles and interference

We generalize the above calculation to the case where n channels for the Drell-Yan process
qq̄ → l+l− exist, each corresponding to a transition matrix Mi. Then the total transition
matrix is simply the sum

M =M1 + ...+Mn,

and the transition amplitude can be written as

|M|2 = |M1|2 + ...+ |Mn|2 +
∑
a<b

2Re (MaM∗
b) ,
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where additional interference terms of the form 2Re (MaM∗
b) appear. To compute this in the

most generic way, we construct the diagram

MaM∗
b =

1 2

 3 4


∗

,

where we have introduced general couplings

i = γµgi = γµ
(
gLi PL + gRi PR

)
with left- and right-handed parts gLi and gRi . Using these couplings, we can for instance
compute the transition amplitudes for γ−, W− or Z−exchange using the appropriate left-
and right-handed couplings gL/Ri , given in table 5.1.

Table 5.1: Left- and right- handed couplings of photon, W and Z.
γ W Z

gLi Qfe
g√
2

g
cos θ

1
2 (Vf +Af )

gRi Qfe 0 g
cos θ

1
2 (Vf −Af )

Here, Vf and Af are the respective vector- and axial coupling to the fermion f at the vertex,
given by

Vf = T 3
f − 2 sin2 θWQf

Af = T 3
f .

Proceeding with the generic couplings, the diagrams give

MaM∗
b =

1

(s−M2
a )
(
s−M2

b

)XµνY
µν ,

where Ma and Mb are the masses of the exchange bosons in the corresponding diagram, and
the tensors are given by

Xµν =
1

2
Tr
[
(/pa +ma)γ

µg1(/pb −mb)γ
νg3

]
Y µν =

1

2
Tr
[
(/k1 +m1)γ

µg2(/k2 −m2)γ
νg4

]
.

We proceed now in D = 4 dimensions, as we will not compute NLO corrections for this generic
diagram.
The traces yield a result similar to (5.3),

Xµν =
(
gL1 g

L
3 + gR1 g

R
3

) (
pµap

ν
b + pνap

µ
b − g

µνpa · pb
)
−
(
gL1 g

R
3 + gR1 g

L
3

)
gµνmamb

+ i
(
gL1 g

L
3 − gR1 gR3

)
εµνδσp

δ
ap
σ
b ,
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and

Y µν =
(
gL2 g

L
4 + gR2 g

R
4

)
(kµ1k

ν
2 + kν1k

µ
2 − g

µνk1 · k2)−
(
gL2 g

R
4 + gR2 g

L
4

)
gµνm1m2

+ i
(
gL2 g

L
4 − gR2 gR4

)
εµνδσk

δ
1k
σ
2 ,

where additional anti-symmetric terms appear. Contracting these in D = 4 gives

XµνY
µν = 4 (pa · k1) (pb · k2)

(
gL1 g

R
2 g

L
3 g

R
4 + gR1 g

L
2 g

R
3 g

L
4

)︸ ︷︷ ︸
c1

+ 4 (pa · k2) (pb · k1)
(
gL1 g

L
2 g

L
3 g

L
4 + gR1 g

R
2 g

R
3 g

R
4

)︸ ︷︷ ︸
c2

+ 2 (pa · pb)m1m2

(
gL1 g

L
3 + gR1 g

R
3

) (
gL2 g

R
4 + gR2 g

L
4

)︸ ︷︷ ︸
c3

+ 2 (k1 · k2)mamb

(
gL1 g

R
3 + gR1 g

L
3

) (
gL2 g

L
4 + gR2 g

R
4

)︸ ︷︷ ︸
c4

+ 4m1m2mamb

(
gL1 g

R
3 + gR1 g

L
3

) (
gL2 g

R
4 + gR2 g

L
4

)︸ ︷︷ ︸
c5

. (5.7)

This result has the same form as HµνL
µν , but with different coefficients. Hence, we can use

the result from above to get

σ =
1

16πs

1

(s−M2
a )
(
s−M2

b

) λ
1
2
12

λ
1
2 (s,m2

a,m
2
b)

a+ 3c

3
.

Here, the prefactor does not yet include the couplings, because they were included in XµνY
µν

and will therefore be contained in a and c. Inserting the kinematics in (5.7), we get the
coefficients

a = (c1 + c2)
λ12λab
4s2

,

b =
λ12λab
2s2

c2
(
s2 −

(
m2

1 −m2
2

) (
m2
a −m2

b

))
− c1

(
s2 +

(
m2

1 −m2
2

) (
m2
a −m2

b

))
,

and

c = 4 (c1 + c2)E + c3
(
s−m2

a −m2
b

)
m1m2 + c4

(
s−m2

1 −m2
2

)
mamb + 4c5M,

where E = EaEbE1E2 and M = mambm1m2.

By setting g
L/R
1,3 = Qfe and g

L/R
2,4 = −e, this, collapses to the QED cross section σB. In the

next section we will calculate explicitly the special case of γ - Z interference.

γ − Z Interference

The total γ − Z amplitude is given by

|Mγ−Z |2 = |Mγ |2 + |MZ |2 + 2Re (MγM∗
Z) ,
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5 Drell-Yan cross section

where Mγ and MZ are the diagrams with photon and Z-exchange, respectively. We have
already calculated the photon diagram, so we start with |MZ |2. Therefore, we set

g
L/R
1 = g

L/R
3 = gL/Rq =

g

cos θW

1

2
(Vq ±Aq) ,

and
g
L/R
2 = g

L/R
4 = g

L/R
l =

g

cos θW

1

2
(Vl ±Al) ,

where V and A denote the vector and axial couplings for the incoming quarks and the lepton
pair, respectively. This yields the coefficients

a = c = aZZ =
s2

4
(c1 + c2)

=
s2

4

[
(gLq )

2 + (gRq )
2
] [
(gLl )

2 + (gRl )
2
]

=
s2

16

g4

cos4 θW

(
V 2
q +A2

q

) (
V 2
l +A2

l

)
,

and

b = bZZ =
s2

2
(c2 − c1)

=
s2

2

[
(gLq )

2 − (gRq )
2
] [
(gLl )

2 − (gRl )
2
]

=
s2

2

g4

cos4 θW
AqAlVqVl.

As a result, we have the transition amplitude

|MZ |2 =
1

χχ∗
{
aZZ

(
1 + cos2 θ

)
+ bZZ cos θ

}
,

where 1
χ is the propagator of the Z boson, or

χ =
(
s−M2

z + iMZΓZ
)
,

with the finite resonance width ΓZ of the Z boson. For the interference term, we set g1 and
g2 to the appropriate couplings for the Z

g
L/R
1 = gL/Rq =

g

cos θW

1

2
(Vq ±Aq)

g
L/R
2 = g

L/R
l =

g

cos θW

1

2
(Vl ±Al) ,

and g3 and g4 to the photon couplings

g
L/R
3 =Qfe

g
L/R
4 =e.
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In this way, we get
MγM∗

Z =
1

sχ

{
aif
(
1 + cos2 θ

)
+ bif cos θ

}
,

where

aif =
g2

cos2 θW

s2

4
Qfe

2VqVl

bif =
g2

cos2 θW

s2

2
Qfe

2AqAl.

Summing up |Mγ |2, |MZ |2 and 2Re(MγM∗
Z) results in

|MγZ |2 = 16π2α2m0

(
1 + cos2 θ

)
+m1 cos θ, (5.8)

where the coefficients m0 and m1 are combinations of the vector and axial couplings of the
quarks and leptons,

m0 = Q2
f − 2QfVlVqχ1 +

(
V 2
q +A2

q

) (
V 2
l +A2

l

)
χ2

m1 = −4χ1QfAqAl + 8χ2AqAlVqVl.

and χ1 and χ2 are given by

χ1 =

√
2GFM

2
Z

16πα

s(s−MZ)
2

(s−M2
Z)

2 + Γ2
ZM

2
Z

χ2 =

(√
2GFM

2
Z

16πα

)2
s2

(s−M2
Z)

2 + Γ2
ZM

2
Z

,

where we used the Fermi coupling constant GF =

√
2

8

g2

m2
W

. From (5.8), the differential cross

section can be written as

dσ

dΩ
=

1

16π2
1

4NCs
|MγZ |2 =

α2

4NCs

(
m0

(
1 + cos2 θ

)
+m1 cos θ

)
. (5.9)

For m0 = 1 and m1 = 0, this is the QED result (only photon exchange), which is symmetric
in the angle θ. The different coupling of the Z to left- and right-handed fermions introduces
an asymmetry through the term m1. This drops out in the integrated cross section

σ =
4πα2

3NCs
A0 = σBm0.

5.2 Virtual Corrections

The next step for the NLO cross section is including the virtual (loop) corrections to the vertex
functions and propagators, where we are interested in corrections of O(αs). Considering again
(5.2), we realize that there are no such corrections for the propagator of the exchange boson,
as the electroweak mediators do not couple to gluons. Nor are there corrections to the lepton
vertex, as the gluons do not couple to the colorless leptons. Therefore, the only part that
receives a correction is the quark vertex, which we will calculate in the next subsection.
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5.2.1 Quark vertex correction

There is only one vertex correction diagram of O(αs),

γµA

where, as before, A is an generic coupling of the form

A = ALPL +ARPR.

The matrix element including the external legs, reads

iM = T aikT
a
kj(−igαβ)µ4−D

ˆ
dDq

(2π)D
v̄(pa)

igsγ
α i(/q + /pa) iγ

µA i(/q − /pb) igsγ
β

q2 (q + pa)
2 (q − pb)2

u(p3)

= g2sCFµ
4−D i

(4π)2

ˆ
q

v̄(pa) γ
α(/q + /pa)γ

µA(/q − /pb)γα u(pb)
q2 (q + pa)

2 (q − pb)2

= v̄(pa)iΓ
µu(pb),

with Γµ being the vertex function

Γµ =
g2s

(4π)2
CF

ˆ
q

γα(/q + /pa)γ
µA(/q − /pb)γα

q2 (q + pa)
2 (q − pb)2

.

Using the relation
γαγµγνγργα = −2γργνγµ + (4−D) γµγνγρ,

the numerator can be simplified to

Nµ = −2
(
/q − /pb

)
γµ
(
/q + /pa

)
A+ (4−D)

(
/q + /pa

)
γµ
(
/q − /pb

)
A.

The Dirac structures can be further simplified to(
/q − /pb

)
γµ
(
/q + /pa

)
= −q2γµ + 2/qq

µ + /qγ
µ
/pa − /pbγ

µ
/q − /pbγ

µ
/pa(

/q + /pa
)
γµ
(
/q − /pb

)
= −q2γµ + 2/qq

µ − /qγµ/pb + /paγ
µ
/q − /paγ

µ
/pb,

where we used the fact that the quarks are massless. The numerator thus simplifies to

Nµ(q) =
[
(D − 2)q2γµ + /q (2(2−D)qµ + 4pb − 4pa) + γµ (4paq − 4pbq − 4pap2)

]
A.

To solve the q-integral, we introduce Feynman parameters x and y as

Γµ =
g2s

(4π)2
CF

ˆ
q
2

ˆ 1

0
dx

ˆ 1−x

0
dy

Nµ(q)

[(q + xpa − ypb)2 + sxy]3
,
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and shift the integral to

Γµ = 2
g2s

(4π)2
CF

ˆ
q

ˆ
dxdy

Nµ(q − x1pa + ypb)

[q2 + sxy]3
,

where, in Nµ, terms linear in q can be neglected, such that we obtain

Γµ = 2
g2s

(4π)2
CF

ˆ
q

ˆ
dxdy

γµ
[
(D − 2)q2 + s (2x+ 2y + (2−D)xy − 2)

]
+ /q2(2−D)qµ

[q2 + sxy]3
A.

The tensor structure in the last term can be eliminated by using the identityˆ
q
qµqνf(q) =

gµν

D

ˆ
q
q2f(q).

This reduces the integral to

Γµ = 2
g2s

(4π)2
CFγ

µA

ˆ
dxdy

ˆ
q

(D−2)
D q2 + s (2x+ 2y + (2−D)xy − 2)

[q2 + sxy]3
.

This integral is now solvable using the generic integral formula. It consist of two parts Γµ =
Γµ1 + Γµ2 . First the part Γµ1 proportional to q2

Γµ1 = 2
g2s

(4π)2
CF

ˆ
q

ˆ
dxdy

γµ(D − 2)q2

[q2 + sxy]3
,

is considered. This can be decomposed into the generic integrals
ˆ
q

q2

[q2 + sxy]3
=

ˆ
q

1

[q2 + sxy]2
−
ˆ
q

sxy

[q2 + sxy]3
.

Using (3.2), this yields
ˆ
q

q2

[q2 + sxy]3
=
(
4πµ2

) 4−D
2 (−sxy)

D
2
−2

(
Γ(2− D

2
)−

Γ(3− D
2 )

2

)
=
(
4πµ2

)ε
(−sxy)−ε 1

2ε
(2− ε)Γ(1 + ε).

Here, we encounter a UV-divergence originating in Γ(2 − D
2 ), as the gamma functions would

converge for D > 4. The remaining expression has to be integrated over x and y, resulting in
a Beta function,

ˆ 1

0
dx

ˆ 1−x

0
(xy)−ε =

ˆ 1

0
dx

ˆ 1

0
dy [x(1− x)y]−ε (1− x)

=
1

1− ε
B(1− ε, 2− ε) = 1

1− ε
Γ(1− ε)Γ(2− ε)

Γ(3− 2ε)
.

Collecting the results for the first part, this results in

Γµ1 = 2
g2s

(4π)2
CFγ

µA

(
4πµ2

−s

)ε
Γ(1 + ε)

Γ(1− ε)Γ(2− ε)
Γ(3− 2ε)

4(1− ε)
4− 2ε

1

2ε
(2− ε)

= 2
g2s

(4π)2
CFγ

µA

(
4πµ2

−s

)ε
Γ(1 + ε)

Γ(1− ε)Γ(2− ε)
Γ(3− 2ε)

(
1

εUV
− 1

)
.
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We again made the UV-divergence explicit by denoting ε = εUV. For the second part, we can
directly apply the formula for the generic integral, yielding

Γµ2 = 2
g2s

(4π)2
CFγ

µA

(
4πµ2

−s

)ε ˆ
dxdy [2x+ 2y + (2−D)xy − 2] (−xy)−1−εΓ(1 + ε)

2
.

In an analogous calculation the x and y integral result in

I =

ˆ
dxdy [2x+ 2y + (2−D)xy − 2] (−xy)−1−ε = −2B(1− ε, 2− ε)+ 2

1− ε
B(1− ε, 2− ε)

+
2

ε
B(−ε, 2− ε).

Here the last two Beta functions contain a IR-divergence, as the corresponding expressions
would converge for D < 4 (or ε > 0). We can simplify this integral in the same fashion as
above to

I =
Γ(1− ε)Γ(2− ε)

Γ(3− 2ε)

(
− 4

ε2IR
− 2

)
,

where this time ε = εIR. Thus, the second part is given as

Γµ2 =
g2s

(4π)2
(
4πµ2

)ε
CFγ

µAΓ(1 + ε)
Γ(1− ε)Γ(2− ε)

Γ(3− 2ε)

(
− 4

ε2IR
− 2

)
,

so that the total vertex correction sums up to

Γµ =
g2s

(4π)2
CFγ

µA

(
4πµ2

−s

)ε
Γ(1 + ε)

Γ(1− ε)Γ(2− ε)
Γ(3− 2ε)

(
− 4

ε2IR
+

2

εUV
− 4

)
.

We reduce this to the final form

Γµ =
αs
4π
CFγ

µ
(
ALPL +ARPR

)(4πµ2

−s

)ε
Γ(1+ε)

Γ2(1− ε)
Γ(1− 2ε)

(
− 2

ε2IR
− 4

εIR
+

1

εUV
− 8 +O (ε)

)
,

(5.10)
where three types of divergences appear. The infrared divergences are caused by the gluon
as a massless particle in the loop. Both infrared poles result from the momentum region in
the loop integral, where the gluon is collinear (~q ∝ ~pa/b) to one of the incoming quarks. The
double pole 2

ε2IR
is caused by the momentum region, where in addition the gluon is soft (q = 0).

As explained in section 3.7, these divergences can only be canceled by including real emission
diagrams, where the single collinear pole will even remain on partonic level. It can only be
canceled in the total Drell-Yan cross section by renormalizing the PDFs.

At last, there is the UV-divergence, which can be eliminated by renormalization. This will be
done in the next section.

5.2.2 Renormalized vertex correction

In section 3.5 it was shown, that the UV-divergences can be canceled by renormalizing the
parameters of the theory. To specify the appropriate parameter, we note that the vertex graph
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5.2 Virtual Corrections

is nothing else but a contribution to the three-point Green’s function which results from the
interaction term

L = ψ̄Bµγ
µ
(
ALPL +ARPR

)
ψ.

Here Bµ is an electroweak gauge boson with the generic coupling

γµA = γµ
(
ALPL +ARPR

)
.

As we will not consider electroweak corrections in our calculation, neither the coupling A, nor
the field Bµ need to be renormalized. Hence, the only source for a counterterm can be the
quark fields ψ. The counterterm Lagrangian will therefore be

L = δψψ̄R /BψR

(
ALPL +ARPR

)
,

such that
ΓµR = Γµ + δψγ

µ
(
ALPL +ARPR

)
.

The counterterm δψ has already been determined in the MS-scheme in section 3.5. In section
3.6, it was shown that depending on the renormalization of the two-point function there appears
an additional factor from the residuum of the two-point function in the S-matrix. It is therefore
convenient, to renormalize the two-point function in the on-shell scheme, where this factor
equals one. The counterterm in this scheme is given by

δψ =
dΣ(/p)

d/p

∣∣∣∣
/p=mp

,

where mp is the physical mass of the quark, which we set to zero. To compute this, we can
start at expression (3.3), where we introduced Feynman parameters for the self-energy

Σ(/p) = −CF
g2s

(4π)2

ˆ
q

1ˆ

0

dx
(2−D)/px

[q2 + p2x(1− x) + iε]2
.

The derivative then reads

dΣ(/p)

d/p

∣∣∣∣
/p=0

= −CF
g2s

(4π)2

ˆ
q

1ˆ

0

dx
(2−D)x

[q2 + iε]2
= −CF

g2s
(4π)2

ˆ
q

(2−D)

[q2 + iε]2
,

which is a scaleless integral, with IR- and UV-divergence that formally cancel in dimensional
regularization. We want to separate these in order to check the individual cancellation of the
different divergences later. This can be accomplished by going to the euclidean integral and
introducing a scale Λ:

ˆ
q

1

[q2 + iε]2
=

(2πµ)4−D

π2

ˆ
dDqE

1

q4E

=
(2πµ)2ε

π2

(
ΩD

ˆ Λ

0
dqEq

1−2εIR
E +ΩD

ˆ ∞

Λ
dqEq

1−2εUV
E

)
.
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5 Drell-Yan cross section

Here we made explicit that the first integral converges for ε = εIR < 0, whereas the second
integral converges for ε = εUV > 0. The integrals can now be solved individually

ˆ
dDqE

1

q4E
= ΩD

(
lnΛ− 1

2εIR
+O(εIR)

)
− ΩD

(
lnΛ− 1

2εUV
+O(εUV)

)
.

Each of the integrals diverges individually, but the sum vanishes because of εIR = εUV. Ne-
glecting terms of order ε, this can be used to define

ˆ
q

1

[q2 + iε]2
=

1

εUV
− 1

εIR
,

where we keep the discrimination of UV- and IR-divergence. Accordingly, the counterterm δψ
takes the form

δψ = −CF
g2s

(4π)2

(
1

εUV
− 1

εIR

)
.

Adding this to the regularized vertex correction (5.10), the UV-divergences cancel and we
arrive at a UV-finite result

ΓµR =
αs
4π
CFγ

µ
(
ALPL +ARPR

)(4πµ2

−s

)ε
Γ(1 + ε)

Γ2(1− ε)
Γ(1− 2ε)

(
− 2

ε2IR
− 3

εIR
− 8 +O (ε)

)
.

5.2.3 Cross section with virtual corrections

The αs correction for the partonic Drell-Yan cross section results from the interference of the
LO diagram M0 and the same diagram with the replacement

γµA→ ΓµR = γµAf(s),

where

f(s) =
αs
4π
CF

(
4πµ2

−s

)ε
Γ(1 + ε)

Γ2(1− ε)
Γ(1− 2ε)

(
− 2

ε2IR
− 3

εIR
− 8 +O (ε)

)
.

As these diagrams have the same kinematical structure, the cross section σvqq̄ for this interfer-
ence diagram will be simply given by the LO cross section, corrected by the real part f(s):

σvqq̄ = 2σ
(0)
qq̄ Re [f(s)] ,

where we used the D-dimensional result from (5.6). We only take the real part of f(s) as σ(0)qq̄

is real, however, imaginary parts are hidden in the expansion of (−1)ε in f(s),

f(s) =
αs
4π
CF

(
4πµ2

s

)ε
Γ(1 + ε)

Γ2(1− ε)
Γ(1− 2ε)

(
− 2

ε2IR
− 3− 2iπ

εIR
− 8− 3iπ + π2 +O (ε)

)
.

By furthermore expanding

Γ(1 + ε)Γ(1− ε) = 1 +
π2ε2

6
+O(ε),
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5.3 Real Corrections

and by inserting σ(0)qq̄ from (5.6), we arrive at the renormalized cross section

σvqq̄ = 2σB
αs
4π
CFγ

µ

(
4πµ2

s

)2ε

D(ε)

(
− 2

ε2IR
− 3

εIR
− 8 +

2π2

3
+O (ε)

)
. (5.11)

Here, we abbreviated the prefactor

D(ε) =
3
√
π(1− ε)2

22−2εΓ
(
5−2ε
2

) Γ(1− ε)
Γ(1− 2ε)

= 1 +

(
2

3
− 2

)
γE +O(ε2). (5.12)

The UV-divergences have canceled, as they should, but there still remain a double and single
infrared singularity. For this reason, real contributions have to be accounted for, which will
be done in the next section.

5.3 Real Corrections

As explained before, the process we calculated so far cannot be distinguished from processes, in
which additional soft and collinear particles are emitted. The two possibilities for the emission
of another particle, are the emission of a gluon from an initial quark

qq̄ → gl+l−,

and quark-gluon scattering with the emission of a final state quark

qg → ql+l−.

We also have to account for this second process, as in the hadronic cross section one sums over
all initial parton combinations.

5.3.1 Real gluon emission

The diagrams for the process qq̄ → gl+l− are

iM = +

and the matrix element reads

iMqq = Qfe
2gsµ

3(4−D)/2 [v̄(pb)S
µαu(pa)]T

a
ijε

∗
α

−i
q2

[ū(k2)γµv(k3)] ,

where we defined
Sµα = Sµαa − S

µα
b = γµ

1

/pa − /k1
γα − γα 1

/pb − /k1
γµ.
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5 Drell-Yan cross section

Only the hadronic part in the first bracket is modified in comparison to the LO diagram. As
before, the amplitude will thus, separate into a leptonic and a hadronic part,

|Mqq|
2
=

1

4

1

N2

∑
a

Tr[TaTa]
Q4
fe

4g2sµ
3(4−D)

q4
HµνLµν ,

where, analogous to the LO calculation, we have the leptonic tensor

Lµν = Tr[/k2γ
µ/k3γ

ν ]

= 4 [kµ2k
ν
3 + kν2k

µ
3 − g

µνk2 · k3] ,

and the modified hadronic tensor

Hµν = Tr[/pbS
µα
/paS

ν
α ].

In this case, the invariant mass of the lepton pair is given by

Q2 = q2 = (pa + pb − k1)2.

The color factor in this diagram sums up to

1

N2
C

Tr[TaTa] =
1

N2
C

TF δaa =
N2

C − 1

N2
C

TF =
CF
NC

.

To evaluate the tensors for the massless case, it is useful to work with the Mandelstam-like
variables

s = (pa + pb)
2, t = (pa − k1)2, u = (pb − k1)2,

which fulfill the relation
s+ t+ u = q2.

Using these variables, we split the hadronic tensor up into the different contributions from the
sum in Sµα,

Hµν
a =

1

t2
Tr[/pbS

µα
a /paS

αν
a ]

= −2(2−D)

t

(
2kµ1 p

ν
b + 2kν1p

µ
b + ugµν

)
Hµν
b =

1

u2
Tr[/pbS

µα
b /paS

αν
b ]

= −2(2−D)

u
(2kµ1 p

ν
a + 2kν1p

µ
a + tgµν) ,

and
Hµν
ab = Hµν

ba = − 1

tu
Tr[/pbS

µα
a /paS

αν
a ].

In terms of these tensors the amplitude thus can be written as

|Mqq|
2
= |Ma|

2
+ |Mb|

2
+ 2Re(MaM∗

b)

=
CFQ

2
f

4NC

e4g2sµ
3(4−D)

q4
(
Hµν
a +Hµν

b + 2Hµν
ab

)
Lµν

=
CF
4NC

Q2
fe

4g2sµ
3(4−D)

q4
HµνLµν .
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5.3 Real Corrections

The cross section can be obtained by integrating the amplitude in the three-particle phase space

σrqq̄ =
1

F

ˆ
|M| 2dPS(3)

=
CF
4NC

Q2
fe

4g2sµ
3(4−D) 1

2s

ˆ
Hµν

Lµν

q4
dPS(3)

=
3

2
πσBCF g

2
sµ

3(4−D)

ˆ
Hµν

Lµν

q4
dPS(3).

Here the LO cross section σB =
4α2Q2

f

3NCs
was factored out for later convenience.

Leptonic integration

As the k2 and k3 dependence of |M| 2 lies only in Lµν , these variables can be integrated out
first. Therefore, we define

IµνL =

ˆ
dD−1k2

(2π)D−12E2

dD−1k3
(2π)D−12E3

Lµν(2π)Dδ(D)(q − k2 − k3).

The integral can be calculated by exploiting the fact that after the integration, IµνL can only
depend on q and can therefore be decomposed as

IµνL = a(q2)q2gµν + b(q2)qµqν .

The coefficients can be determined by contracting this equation with gµνand qµqν , respectively,

gµνI
µν
L = (Da+ b)q2

qµqνI
µν
L = (a+ b)q4. (5.13)

The left-hand sides of these equations can easily be computed. From the first equation, we
have

gµνI
µν
L = 4(2−D)

ˆ
dD−1k2

(2π)D−12E2

dD−1k3
(2π)D−12E3

k2 · k3(2π)Dδ(D)(q − k2 − k3)

= 4(2−D)

ˆ
dD−1k2
(2π)D−2

1

2
δ(q − 2E2).

The remaining integral can be computed by introducing spherical coordinates

dD−1k2 = |~k2|
D−2

d|~k2|dΩD−1 = ED−2
2 dE2dΩD−1,

where we have used the fact that the leptons are assumed massless, and therefore E1 = k01 =

|~k1| . Using the formula for the solid angle from Appendix A.5, we get

gµνI
µν
L = 2(2−D)

qD−2

(4π)D−2

π
D−1
2

Γ(D−1
2 )

.
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5 Drell-Yan cross section

In the same fashion, we can derive

qµqνI
µν
L = (2−D)

qD

(4π)D−2

π
D−1
2

Γ(D−1
2 )

.

By now solving the system of equations (5.13) the result is

IµνL =
D − 2

22D−4 π(D−3)/2 Γ(D+1
2 )

qD−4
(
qµqν − q2gµν

)
=

D − 2

22D−4 π(D−3)/2 Γ(D+1
2 )

qD−4fµν ,

where fµν was defined for simplicity. Thus, the integral for the cross section reduces consid-
erably to

σrqq̄ =
1

2
πσBNCF g

2
s

ˆ
dD−1k1

(2π)D−12E1

1

q4
HµνI

µν
L . (5.14)

Hadronic integration

Now, the gluon momentum k1 still has to be integrated out. The integral reads

ˆ
dD−1k1

(2π)D−12E1

1

q4
HµνI

µν
L (5.15)

and our goal is to transform this integral to simpler kinematical variables. As the leptonic
momenta have been integrated out in this expression, we can consider the remaining integration
in the CMS system pa + pb → q + k1:

~pa ~pb

~k1

~q

θ

where θ is the angle between ~pa and the gluon momentum ~k1. We can now introduce spherical
coordinates in the same way as for the leptonic part

dD−1k1 = |~k1|
D−2

d|~k1| dΩD−1 = ED−2
1 dE1dΩD−1.

By using momentum conservation

q2 = (pa + pb − k1)2 = s− 2(pa + pb)k1 = s− 2
√
sE1,
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5.3 Real Corrections

we can furthermore change the integration variable E1 to q2. With

E1 =
s− q2

2
√
s
, dE1 = −

dq2

2
√
s
,

the transformation reads

dD−1k1
(2π)D−12E1

= − 1

2D−1s(D−2)/2

(
s− q2

)D−3
dq2

1

(2π)D−1
dΩD−1. (5.16)

Now the integration is already written in terms of one convenient kinematical variable, the
momentum transfer q. We try to further transform the integral over the solid angle

IΩ =
1

(2π)D−1

ˆ
dΩD−1HµνI

µν
L . (5.17)

Using (A.1) from Appendix A.5, we can reduce the phase space integration to

1

(2π)D−1

ˆ
dΩD−1 =

π−D/2

2Γ(D−2
2 )

ˆ 1

0
dy [y(1− y)]

D−4
2 , (5.18)

where y = (1 + cos θ)/2. So in total, (5.17) takes the final form

IΩ =
π−D/2

2Γ(D−2
2 )

ˆ 1

0
dy [y(1− y)]

D−4
2 HµνI

µν
L ,

where we can now insert the leptonic integral to arrive at

IΩ =
π−D/2

2Γ(D−2
2 )

D − 2

22D−4 π(D−3)/2 Γ(D+1
2 )

qD−4

ˆ 1

0
dy [y(1− y)]

D−4
2 Hµνf

µν

=
(4π)2ε

16π5/2
(1− ε)

Γ(1− ε)Γ(5−2ε
2 )

qD−4

ˆ 1

0
dy [y(1− y)]−εHµνf

µν . (5.19)

Performing the integration

To be able to perform the integration
ˆ 1

0
dy [y(1− y)]−εHµνf

µν (5.20)

in (5.19), we express Hµνf
µν in dimensionless quantities. In terms of the variables s, t and u

that we introduced, its contributions are given by

(
Hµν
a +Hµν

b

)
fµν = −2(D − 2)

[
(D − 2)q2

(
t

u
+
u

t

)
+ 2s

]
,

and (
2Hµν

if

)
fµν = −4(D − 2)

[
(D − 4)q2 − s+ s

2q4

tu

]
,
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which sum up to

Hµνf
µν = −8(1− ε)

[
s
2q4

tu
− 2εq2 + (1− ε)q2

(
t

u
+
u

t

)]
. (5.21)

The angular variable y is already dimensionless, and q2 can be rendered dimensionless by
switching to z = q2

s . The transformations between the kinematics read

s = (pa + pb)
2 =

q2

z

t = (pa − k1)2 = −2pak1 = −
√
s|~k1| (1− cos θ) =

−q2

z
(1− z)(1− y)

u = (pb − k1)2 =
−q2

z
(1− z)y.

In the new variables (5.21) becomes

Hµνf
µν = −16(1− ε)q2

[
z

(1− z)2
1

y(1− y)
− ε+ (1− ε)

2

(
1− y
y

+
y

1− y

)]
. (5.22)

As (1−z) denotes the momentum fraction of the emitted gluon, we see that the first expression
is singular when the gluon is emitted softly (z = 1). Furthermore, when the gluon is emitted
collinearly to one of the quarks, we have y = 1 (because of cos θ = 1). Therefore the first term
contains a soft and collinear singularity. Keeping this in mind, we can integrate over y, where
the following integrals will occur:

ˆ 1

0
dy [y(1− y)]−ε 1

y(1− y)
=

ˆ 1

0
dy y−ε−1(1− y)−ε−1

= B(−ε,−ε) = Γ2(−ε)
Γ(−2ε)

=
−2
ε

Γ2(1− ε)
Γ(1− 2ε)

,

ˆ 1

0
dy [y(1− y)]−ε = B(1− ε, 1− ε) = Γ2(1− ε)

Γ(2− 2ε)
=

1

1− 2ε

Γ2(1− ε)
Γ(1− 2ε)

,

ˆ 1

0
dy [y(1− y)]−ε

(
1− y
y

+
y

1− y

)
= B(−ε, 2− ε) +B(2− ε,−ε) = 2B(−ε, 2− ε)

= 2
Γ(−ε)Γ(2− ε)

Γ(2− 2ε)
= −2 1− ε

ε(1− 2ε)

Γ2(1− ε)
Γ(1− 2ε)

.

Inserting these in (5.20) results in

ˆ 1

0
dy [y(1− y)]−εHµνf

µν = 16(1− ε)Γ
2(1− ε)

Γ(1− 2ε)
q2

[
2

ε

z

(1− z)2
+

1

1− 2ε
ε+

(1− ε)2

ε(1− 2ε)

]

= 16(1− ε)Γ
2(1− ε)

Γ(1− 2ε)
q2

[
2

ε

z

(1− z)2
+

1

1− 2ε

(
ε+

(1− ε)2

ε

)]
.
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Collecting all factors, the integral over the solid angle therefore gives

IΩ =
(4π)2ε

16π5/2
16(1− ε)2Γ(1− ε)
Γ(5−2ε

2 )Γ(1− 2ε)
qD−4q2

[
2

ε

z

(1− z)2
+

1

1− 2ε

(
ε+

(1− ε)2

ε

)]

=
(4π)2ε

π5/2
(1− ε)2Γ(1− ε)
Γ(5−2ε

2 )Γ(1− 2ε)
qD−2

[
2

ε

z

(1− z)2
+

1

1− 2ε

(
ε+

(1− ε)2

ε

)]
.

Differential cross section

With (5.14) and (5.16) we can write the cross section differential in q2 :

dσrqq̄
dq2

= −3

2
πσBCF g

2
sµ

3(4−D)

(
s− q2

)D−3

2D−1s(D−2)/2

IΩ
q4

= −3

2
πσBCF g

2
sµ

6ε 2−3+2εs−ε(1− z)1−2ε IΩ
q4

= −σB
g2s
4π2

CF µ
6ε (4π)2εD(ε)s−ε(1− z)1−2εqD−6

[
2

ε

z

(1− z)2
+

1

1− 2ε

(
ε+

(1− ε)2

ε

)]

= −4σB
q2

g2s
(4π)2

CF

(
4πµ3ε

q2

)2ε

D(ε) zε(1− z)1−2ε

[
2

ε

z2

(1− z)2
+

1

1− 2ε

(
ε+

(1− ε)2

ε

)
z

]
.

Contributions of O(ε) in the last term can be dropped, resulting in

dσrqq̄
dq2

= −4σB
q2

αs
4π
CF

(
4πµ3ε

q2

)2ε

D(ε) (1− z)−1−2ε z
ε

ε

[
1 + z2

]
, (5.23)

where we used the same abbreviation D(ε) as we did for the virtual correction (5.12)

D(ε) =
3
√
π(1− ε)2

22−2εΓ
(
5−2ε
2

) Γ(1− ε)
Γ(1− 2ε)

= 1 +O(ε).

In the result (5.23), there are singularities for z → 1 if we take ε → 0. We can make these
singularities manifest in ε with the help of the plus-distribution using the identity

(1− z)−1−2ε = − 1

2ε
δ(1− z) + 1

(1− z)+
− 2ε

(
ln(1− z)
1− z

)
+

+O(ε).

Using this expansion and expanding zε = 1 + ε ln z +O(ε) as usual, we end up with

dσrqq̄
dq2

= 2
σB
q2

αs
2π
CF

(
4πµ3ε

q2

)2ε

D(ε)

[
1

ε2
δ(1− z)− 1

ε

1 + z2

(1− z)+

+ 2(1 + z2)

(
ln(1− z)
1− z

)
+

− 1 + z2

(1− z)+
ln z

]
,

where we used that z = 1 in terms containing the delta function δ(1 − z). Here, the soft
collinear ( 1

ε2
) and the collinear singularity (1ε ) are now manifest at z = 1. This can now
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be combined with the virtual corrections. From (5.11), the virtual corrections can be written
differential in q2 as

dσvqq̄
dq2

= δ(1− z)σB
q2
αs
2π
CF

(
4πµ3

s

)2ε

D(ε)

(
− 2

ε2IR
− 3

εIR
− 8 +

2π2

3
+O (ε)

)
.

By adding this to the real contribution the double poles cancels, resulting in

dσrqq̄
dq2

+
dσvqq̄
dq2

=
σB
q2

αs
2π

(
4πµ3ε

q2

)2ε

D(ε)

[
−2

ε
P (1)
qq (z) +R1(z)

]
,

where the splitting function P (1)
qq (z) occurs by combination of the collinear singularities of the

virtual and the real correction. Thus, there remains the collinear singularity together with a
finite part

R1(z) = CF

[
δ(1− z)

(
2π2

3
− 8

)
+ 4(1 + z2)

(
ln(1− z)
1− z

)
+

2
1 + z2

(1− z)+
ln z

]
.

5.3.2 Quark-gluon scattering

Lastly, there is the quark-gluon scattering qg → l−l+q. The corresponding diagrams are

iM =
q

g

+

g

q

with the matrix elements

iMs = Qfe
2gsµ

3(4−D)/2 1

s

[
ū(k1)γ

µ(/pa + /pb)γ
αu(pa)

]
T aijεα

−i
q2

[ū(k2)γµv(k3)] ,

for the s−channel and

iMu = Qfe
2gsµ

3(4−D)/2 1

−u

[
ū(k1)γ

α(/pb − /k1)γ
µu(pa)

]
T aijεα

−i
q2

[ū(k2)γµv(k3)]

for the u−channel. Again, the leptonic part is unmodified. Therefore, the same procedure as
before can be used. The only modifications are the hadronic traces, which here sum up to

Hµνf
µν = −8(1− ε)

[
−2tq4

su
+ 2εq2 − (1− ε)q2

(
t

s
+
s

t

)]
, (5.24)

and the color factor, which gives

1

NC(N2
C − 1)

∑
a

Tr[T aT a] =
TF
N
.
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5.4 The finite hadronic cross section

The calculation of the hadronic integral can be performed in a similar fashion as above, re-
sulting in
ˆ 1

0
dy [y(1− y)]−εHµνf

µν = −16(1− ε)Γ
2(1− ε)

Γ(1− 2ε)
q2

1

2

[
2z

1− ε
ε(1− 2ε)

− 1

ε

1

1− z
+

1− z
2− ε

]
.

Using this, together with the modified color factor, we can directly translate the result for the
cross section from before (5.23) into the quark-gluon cross section

dσrqg
dq2

=
σB
q2

αs
2π
TF

(
4πµ3ε

q2

)2ε

D(ε)zε(1− z)1−2ε

[
2z

1− ε
ε(1− 2ε)

− 1

ε

1

1− z
+

1− z
2− ε

]
.

This time, there is no need for the plus distribution and by expanding we find that the gluon-
quark splitting function P

(1)
qg (z) appears,

dσrqg
dq2

=
σB
q2

αs
2π

(
4πµ3ε

q2

)2ε

D(ε)

[
−1

ε
P (1)
qg (z) +R2(z)

]
,

together with a residual part

R2(z) = −
3z2

2
+ z +

1

2
+
(
z2 + (1− z)2

)
ln

(1− z)2

z
.

5.4 The finite hadronic cross section

Having now calculated all virtual and real contributions to NLO, we can first collect the
important results. In the qq̄ channel, we obtained the NLO correction

dσ̃
(1)
qq̄

dq2
=

dσrqq̄
dq2

+
dσvqq̄
dq2

=
σB
q2

αs
2π

(
4πµ3ε

q2

)2ε

D(ε)

[
−2

ε
P (1)
qq (z) +R1(z)

]
.

We also had to account for the real contribution of the channel qg → ql+l−

dσ̃
(1)
qg

dq2
=
σB
q2

αs
2π

(
4πµ3ε

q2

)2ε

D(ε)

[
−1

ε
P (1)
qg (z) +R2(z)

]
,

where there are no leading diagrams and therefore no virtual corrections. Both results are still
collinearly divergent, which will be denoted by a tilde (dσ̃). Our goal is to find a finite cross
section for the Drell-Yan process. To this end, it is useful to think about the physical nature
of the remaining singularity. It originates in an initial quark that emits a soft and collinear
gluon. As the momentum of the soft gluon goes to zero, the propagator of the quark becomes
infinite. However, the propagator corresponds to the propagation time of the particle. We can
therefore think of the process as happening on two different time scales: First, the quark emits
a soft gluon and propagates for a long time (going to infinity). Then, on a short time scale the
hard scattering takes place, when both initial quarks form a highly virtual exchange particle.
This is why the cross section is the product of the Born cross section for the hard scattering
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5 Drell-Yan cross section

and the respective splitting function Pij . It is just given by the combined probability of the
collinear splitting and the cross section without splitting for the remaining process.
Recalling the assumption for the factorization of the hadronic cross section, one gets an idea
how to consistently treat the collinear singularity. It was assumed that all physics describing
the interactions of the partons on large timescales should be contained in the PDFs. Thus, the
PDFs should be redefined, such that the collinear splitting is contained in them, instead of the
cross section. After all, this is well justified, as only the hadronic cross section is guaranteed
to be a finite observable, while the PDFs and the hard cross section are not. Therefore, we
can denote the factorization result for the Drell-Yan process as

dσHAB(s) =
∑
a,b

1ˆ

0

dya

1ˆ

0

dyb fa(ya, µ
2
F)f b(yb, µ

2
F)dσ̃ab(yaybs, µ

2
F), (5.25)

in terms of bare PDFs f , that are supposed to absorb the divergence in the collinear divergent
partonic cross section dσ̃ab. The notation f̄a/A was simplified to fa for readability and we
adopted the kinematics

s2 = (PA + PB)
2

ŝ2 = (xaPA + xbPB)
2 = (xaxbs)

2.

Now we need to find a way to separate the singular part of dσ̃ab such that it can be absorbed into
the PDFs in the above convolution. This is very similar to the multiplicative renormalization
procedure for UV-divergences, only that in this case the IR-divergences cannot be eliminated
by a simple multiplicative constant. Instead of counterterms, we define transition functions

Γij(z) = δijδ(1− z) +
αs
2π

Γ
(1)
ij (z) +O(α2

s), (5.26)

such that the collinear divergent partonic cross section dσ̃ab is obtained from the finite partonic
cross dσab by the convolution

dσ̃ab(ŝ) =
∑
l,m

ˆ 1

0
dza

ˆ
dzb Γal(za)dσlm(zazbŝ, µ

2
F)Γbm(zb). (5.27)

The first term in the transition function (5.26) reproduces the parton model, where the partonic
cross section does not need to renormalized, thus dσ̃ab = dσab. The second term Γ

(1)
ij (z) is used

to absorb the divergences of order αs, which we will demonstrate later. We try to include the
transition functions into the bare PDFs. By inserting (5.27) into (5.25), we find

dσHAB(s) =
∑
a,b,l,m

ˆ
dyadza fa(ya, µ

2
F)Γal(za)

ˆ
dybdzbf b(yb, µ

2
F)Γbm(zb)dσlm(yaybŝ, µ

2
F).

(5.28)
The product of bare PDF and transition functions can be decoupled using δ−functions, re-
spectively, such that the hadronic cross section can be written in terms of the finite partonic
cross section dσlm as

dσHAB(s) =
∑
l,m

ˆ
dxadxb fl(xa, µ

2
F)fm(xb, µ

2
F)dσlm(xaxbŝ, µ

2
F). (5.29)
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5.4 The finite hadronic cross section

Here we defined the renormalized PDFs

fl/A(xa, µ
2
F) =

∑
a

ˆ 1

0
dya

ˆ 1

0
dza δ(xa − yaza)fa(ya, µ2F)Γal(za)

fm/B(xb, µ
2
F) =

∑
b

ˆ 1

0
dyb

ˆ 1

0
dzb δ(xb − ybzb)f b(yb, µ2F)Γbm(zb).

Since the hadronic cross section is finite, and the partonic cross section was rendered finite
(dσ̃ → dσ in our notation), the renormalized PDFs have to be finite as a consequence, and can
be considered to be the PDFs extracted by experiments. The scale dependence is completely
given by the fact that the hadronic cross section does not depend on the scale, which leads to
the DGLAP equations for the PDFs given in section 4.3.

This procedure can now be used to arrive at the finite result for the hadronic Drell-Yan cross
section. From (5.26) the relation between the finite and singular partonic cross section can be
read off by expanding

dσ̃ab(ŝ, µ
2
F) = dσ̃

(0)
ab (ŝ) +

αs
2π

dσ̃
(1)
ab (ŝ, µ

2
F) +O(α2

s)

dσab(ŝ, µ
2
F) = dσ

(0)
ab (ŝ) +

αs
2π

dσ
(1)
ab (ŝ, µ

2
F) +O(α2

s)

Γij(z) = δijδ(1− z) +
αs
2π

Γ
(1)
ij (z) +O(α2

s),

and then collecting terms. In lowest-order, one gets the result dσ̃
(0)
ab = dσ

(0)
ab , as leading-order

partonic cross sections are finite. In order of αs, the result is

dσ̃
(1)
ab (ŝ, µ

2
F) = dσ

(1)
ab (ŝ, µ

2
F) +

∑
l

ˆ 1

0
dzaΓ

(1)
al (za)dσ

(0)
lb (zaŝ) +

∑
m

ˆ 1

0
dzbΓ

(1)
bm(zb)dσ

(0)
am(zbŝ).

Using dσ̃
(0)
ab = dσ

(0)
ab from the lowest-order, this can be inverted yielding

dσ
(1)
ab (ŝ, µ

2
F) = dσ̃

(1)
ab (ŝ, µ

2
F)−

∑
l

ˆ 1

0
dzaΓ

(1)
al (za)dσ̃

(0)
lb (zaŝ)−

∑
m

ˆ 1

0
dzbΓ

(1)
bm(zb)dσ̃

(0)
am(zbŝ).

(5.30)
With this renormalization procedure, we can finally write down the finite partonic cross sections
for the two real channels we have calculated. First, we recall that the LO cross section can be
written as

dσ
(0)
qq̄ (ŝ)

dq2
= σB(ŝ)δ(ŝ− q2).

Now using (5.30), the collinear finite NLO cross section for the qq̄−channel can be obtained
by

dσ
(1)
qq̄ (ŝ, µ

2
F)

dq2
=

dσ̃
(1)
qq̄ (ŝ, µ

2
F)

dq2
− 2

ˆ 1

0
dx Γ

(1)
qq̄ (x)

dσ
(0)
qq̄ (xŝ)

dq2
, (5.31)

with the subtraction
Γ
(1)
qq̄ (x) = −

1

ε
P

(1)
qq̄ (x). (5.32)
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5 Drell-Yan cross section

The final result is

dσqq̄(ŝ, µ
2
F)

dq2
=

dσ
(0)
qq̄ (ŝ)

dq2
+

dσ̃
(1)
qq̄ (ŝ, µ

2
F)

dq2
− 2

ε
P (1)
qq (z)

=
σB(ŝ)

q2

(
δ(1− z) + αs

2π
R1(z)

)
.

In the qg−channel, (5.30) collapses to

dσ(1)qg (ŝ, µ
2
F) = dσ̃(1)qg (ŝ, µ

2
F)−

∑
m

ˆ 1

0
dzbΓ

(1)
gm(zb)dσ̃

(0)
qm(zbŝ)

= dσ̃(1)qg (ŝ, µ
2
F)−

ˆ 1

0
dzbΓ

(1)
gq̄ (zb)dσ̃

(0)
qq̄ (zbŝ),

because there is no leading-order qg−diagram, such that dσ̃
(0)
gi = 0. Therefore we can choose

Γ
(1)
gq̄ (z) = −

1

ε
P

(1)
gq̄ (z) = −1

ε
P (1)
qg (z),

leading to the finite result

dσ̃qg(ŝ, µ
2
F)

dq2
=

dσ̃
(1)
qg (ŝ, µ2F)

dq2
− 1

ε
P (1)
qq (z)

=
σB(ŝ)

q2
αs
2π
R2(z).

These are the final results of this thesis, which can be used with the formula (5.29) to calculate
the IR-safe hadronic cross section with known renormalized parton distribution functions.
Inversely, using these results, PDFs can be determined in a scheme given by the subtraction
that is used in (5.32).
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6 Conclusion

The aim of this thesis was to calculate the cross section of the Drell-Yan process with all
analytic details using the theory of quantum chromodynamics (QCD) and the QCD-improved
parton model for describing the hadronic interaction. For this purpose, the basic procedure of
how cross section can be extracted from a given quantum field theory was shown. The Green’s
function as the essential object containing the physical structure of the theory was introduced
and it was sketched how it can be calculated using perturbation theory.

The most important features of QCD were discussed briefly and the possible appearance of
different types of divergences during perturbative calculation was explained. We presented
techniques for regularizing and renormalizing the theory, thus removing the UV-divergences.
In order to apply QCD to hadronic collisions, the parton model was introduced with focus
on deep inelastic scattering (DIS) and the Drell-Yan process. In the context of DIS, we
discussed parton distribution functions (PDFs). Various aspects of the phenomenology of the
Drell-Yan process were discussed, such as the impact of strange quark PDFs, nuclear PDFs or
the sensitivity to electroweak observables. It was shown how QCD can be incorporated into
the parton model, where the factorization result for the Drell-Yan process was stated and the
splitting functions introduced.

Using these theoretical foundations, we computed the leading-order contributions to the par-
tonic cross section in a generic way and analyzed various specific scenarios. The next-to-leading
order virtual loop contributions were calculated in dimensional regularization in the on-shell
scheme, where ultraviolet- (UV) and infrared- (IR) singularities were explicitly distinguished.
Thus the cancellation of UV-divergences by the renormalization of the quark wave function
was shown, where the IR-divergences remained. We argued that real emissions which cannot
be distinguished from the leading-order process had to be considered. Hence, the processes
qq̄ → gl−l+ and qg → ql−l+ were included where the calculation was performed in a general
framework not relying on current conservation or other simplifications. The addition of these
processes canceled the remaining IR-double pole, however collinear single poles remained.

In the final section of this thesis it was explained, why this remaining divergence can be
expected and how to treat it by renormalizing the PDFs. We gave a justification for the
renormalization and introduced the systematic procedure to render the partonic cross section
finite at any order. At last, we applied it to the real contributions and calculated the IR-finite
cross section for the Drell-Yan process.
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A Summary of formulae for regularization

A.1 Gamma and Beta function

The gamma function is an extension of the factorial function, with its argument shifted down
by 1, to real and complex numbers. For positive integers, it is defined as

Γ(n) = (n− 1)!

For complex numbers z with Re(z) > 0 it can be defined as

Γ(z) =

ˆ ∞

0
xz−1e−x dx

and fulfills the useful property

Γ(z + 1) = zΓ(z).

The function has poles for negative integers starting with z = 0 and can be expanded as

Γ(z) =
1

z
− γE + 1

2

(
γ2E +

π2

6

)
z +O(z2),

where γE is the Euler–Mascheroni constant defined by

γ = lim
n→∞

(
− lnn+

n∑
k=1

1

k

)

In loop calculation one very often encounters the Beta function which is defined by

B(x, y) =

ˆ 1

0
tx−1(1− t)y−1 dt

for Re(x),Re(y) > 0. It is symmetric in its arguments and closely related to the gamma
function by

B(x, y) =
Γ(x) Γ(y)

Γ(x+ y)
.
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A Summary of formulae for regularization

A.2 Feynman Parametrization

When solving loop integrals in quantum field theory, it is often helpful to introduce Feynman
parameters, which are simple identities of the form

1

AB
=

ˆ 1

0

dx

[xA+ (1− x)B]2

1

ABC
= 2

ˆ 1

0
dx

ˆ 1−x

0

dy

[A(x− y) + (1− x)B + Cy]3
,

which are special cases of the general formula

1

A1...An
=

ˆ 1

0
dx1...dxnδ(1−

∑
i

xi
(n− 1)!

[A1x1 + ...+Anxn]
n .

A.3 Dirac algebra in D dimensions

For calculation of Feynman diagrams with fermions in dimensional regularization, we to modify
the Dirac algebra to D dimensions. The anticommutation relation remains normalized to

{γµ, γν} = 2gµν

but identities that involve Lorentz-contractions change. They can all be derived by the anti-
commutation relation, using gµµ = D:

γµγµ = D

γαγµγα = (2−D)γµ

γαγµγνγα = 4gµν − (4−D)γµγν

γαγµγνγργα = −2γργνγµ + (4−D)γµγνγρ

γαγµγνγργσγα = −2γσγργνγµ + 2γργµγνγσ − (4−D)γµγνγργσ

The trace identities do not change:

Tr[γµ] = 0

Tr[γµγν ] = 4gµν

Tr[γµγνγρ] = 0

Tr[γµγνγργσ] = 4 (gµνgσρ − gµρgνσ + gµσgνρ)

A.4 Phase space in D dimensions

The n-particle phase space can be most conveniently written in the center of mass system
(CMS), where ~pa = −~pb. In D dimensions, the phase space element is given by

dPS(n) =
dD−1k1

(2π)D−12E1
.....

dD−1kn
(2π)D−12En

(2π)Dδ(D)(pa + pb − k1 − ...− kn).
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A.5 Solid angle in D dimensions

For n = 2 this can be transformed to

dPS(2) =
1

(2π)D−1

1

2
√
s

π(D−2)/2

Γ(D−2
2 )

 λ
1
2
12

2
√
s

D−3 (
1− cos2 θ

)D−4
2 d cos θdφ,

or using D = 4− 2ε

dPS(2) =
1

16π2
(4π)ε

Γ(1− ε)
1√
s

 λ
1
2
12

2
√
s

1−2ε (
1− cos2 θ

)−ε
d cos θdφ.

The kinematics schematically take the form

~pa ~pb

~k1

~k2

θ

where the z−axis is conventionally chosen to ~pa, such that the the azimuthal angle θ coincides
with the angle between ~pa and ~k1.

A.5 Solid angle in D dimensions

Often we need to integrate over the solid angle

dΩD = dφ dθ1 sin θ1...dθD−3 sin
D−3 θD−3

by either integrating all variables out, or leaving out one angle, usually θ = θD−3. This can
be done with the help of

ˆ π

0
sinn θdθ =

ˆ 1

0
2ny

n−1
2 (1− y)

n−1
2 dy

=
√
π
Γ(n+1

2 )

Γ(n+2
2 )

,

where we introduced y = (1+cos θ)/2. In the first case, one gets the solid angle inD-dimensions,
ˆ

dΩD = ΩD = 2π
√
π
D−2Γ(1)Γ(

3
2)

Γ(32)Γ(2)
...
Γ(D−1

2 )

Γ(D2 )

= 2
πD/2

Γ(D2 )
.
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In the second case, the remaining integration is
ˆ

dΩD = ΩD−1

ˆ 1

0
2D−3y

D−3
2 (1− y)

D−3
2 dy. (A.1)

A.6 The plus distribution

The plus distribution is useful to define integrals
´ 1
0 dx f(x) for functions that have a pole at

x = 1. It is defined as

ˆ
f(x)

(1− x)+
dx =

ˆ 1

0

f(x)− f(1)
1− x

dx,

such that
1

(1− x)+
=

1

1− z
for z 6= 1.

These two conditions define the distribution uniquely for any limits of integration.
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B Feynman Rules for the electroweak
sector

γ
µ ν =

−igµν

k2 + iε
γ = −ieγµ

W,Z
µ ν =

−i
(
gµν − pµpν

M2
W,Z

)
k2 −M2

W,Z + iε
W = i

g√
2
γµ

1− γ5
2

p
=

i(/p+mf )

p2 −m2
f + iε

Z = i
g

cos θW
γµ
(
gfV − g

f
Aγ5

)

The couplings for the Z−boson are given as

gfV =
1

2
T 3
f −Qf sin2 θW

gfA =
1

2
T 3
f .
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