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ABSTRACT. The ATLAS Level-1 Calorimeter Trigger uses reditgganularity information
from all the ATLAS calorimeters to search for higlansverse-energy electrons, photons,
leptons and jets, as well as high missing and tioéaisverse energy. The calorimeter trigger
electronics has a fixed latency of aboutsl using programmable custom-built digital
electronics. This paper describes the Calorimetgygér hardware, as installed in the ATLAS
electronics cavern.
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1. The ATLAStrigger system

1.1 Introduction

The ATLAS detector at the CERN Large Hadron CollifldHC) is one of the largest and most
complex pieces of scientific apparatus ever bdilie extraction of physics resulting from
collisions of two 7 TeV beams of prot very high luminosity is a demanding procedure
requiring deep understanding of the detector, amefal reduction and analysis of an enormous
quantity of data. The ATLAS trigger system must maln irreversible, online selection of a
tiny fraction of collisions within a very short tanThe Level-1 Trigger (L1) provides the first
and largest step of that selection, and deliverdatision within a fixed time of less than g%

A comprehensive overview of the ATLAS detector iizeg in. The present paper gives
a fuller description of the Level-1 Calorimeterdger (L1Calo), which is a major component of
L1. At the time of writing these papers, both tletedtor and the LHC machine were nearing
completion. Future papers will describe the opermti software, commissioning and
performance of the trigger.

1.2 Outline of the paper

In this section we discuss the basic triggeringuiregnents for ATLAS, and give a brief
overview of the three-level trigger that has bemplemented. Sectidﬂ 2 presents general
information regarding the overall design of the &kt Calorimeter Trigger. Secti¢f 3 describes
the handling of the analogue signals used by tbger, and in secticﬂ4 the PreProcessor which
converts these signals into calibrated, correcityed digital data is described. Sect@nS
concerns the two digital processors which implentbattrigger algorithms, and sectﬁn 6 the
data readout to the data acquisition system and_ével-2 Trigger. Various aspects of the
infrastructure, and the use of the Detector Cor8ysitem, are discussed in secfipn 7.

Y The LHC will also run with heavy-ion beams, buattis not discussed in this paper.
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1.3 Requirementsand trigger levels

Many of the physics processes of interest at th& Litive very small cross-sections. The
machine is therefore designed to achieve a luntino$il0* cm?s™ at 14 TeV centre-of-mass
energy, producing a proton—proton interaction @tabout 1 GHz. Proton bunches collide in
ATLAS every 25 ns (24.95 ns, to be more precisall this means that at design luminosity
everyp—p collision of potential interest will be accompahigy an average of about 20 inelastic
events per bunch-crossing in the detector. Therdewy rate for event data is limited to about
200 Hz, so the overall trigger rejection factor mbe about 5 10° while at the same time
achieving the maximum possible efficiency for taeerand exciting physics events.

ATLAS has adopted a three-level trigger system.dclk diagram of the trigger and data
acquisition systems is shown[in figufe 1. L1 igyachronous system, using custom digital high-
speed pipelined electronics to process a huge amaiureduced-granularity detector data in
parallel. From the raw 40.08 MHz bunch-crossinge réaeferred to later as 40 MHz, with
multiples referred to as 80 MHz and 160 MHz) it insslect candidates at a maximum rate of
75 kHz (and potentially 100 kHz), within a fixedni of less than 2.jss.

The two following trigger levels, collectively cad the Higher Level Trigger (HLT), use a
high-capacity switched network of several thousaathmercial computers which can access
complete detector information to refine the setecttiThe Level-2 Trigger (L2) further reduces
the rate to approximately 3.5 kHz within about 4€. mhe Event Filter (EF) can access fully
built events, and uses offline analysis methodactueve the final storage rate of about 200 Hz
with event size of about 1.3 MB after about 4 pafcessing. Both stages of the HLT use the
full granularity and precision of calorimeter andion chamber data, as well as Inner Detector
tracking data. Better energy-deposition data imesareshold cuts, while track reconstruction
makes particle identification, such as electronsw® photons, possible.
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Figure 2. Block diagram of the Level-1 Trigger.

1.4 ThelLeve-1Trigger

In order to separate the desired rare processaestfie predominant QCD jet production and
other backgrounds, L1 searches mainly for exclusigeatures that could identify isolated high
transverse-energy electrons, photons, muonsr’ands well as missing transverse energy. Jets,
high total transverse energy, and total jet trarsevenergy are also flagged.

In order to be able to do this quickly, L1 usesuasti-granularity data from the muon and
calorimetric detectors: the resistive-plate charalibarrel) and thin-gap chambers (endcap) for
muons, and all of the calorimeters for electromégnausters (i.e. electrons or photons), jets,
T's decaying into one or more isolated hadrons & &hadron trigger), and missing and total
transverse energy. The maximum L1 accept ratethlieatietector readout systems can handle is
75 kHz, but they are required to be upgradeabl®kHz.

The 25 ns interval between successive bunch-cgssinfar too short for processing and
selecting events. In fact, given the size of thieaers and with much of the L1 electronics off the
detector in a separate cavern, even the transmigglays for the signals are much longer than
that. Therefore, the scheme adopted is for thectigtdata to be held in buffers while L1 makes
its decision. If the bunch-crossing passes theritéria a Level-1 Accept (L1A) signal is sent and
the data are kept; if not they are deleted. The tffowed for the L1 stage depends on the size of
the on-detector buffers, and that requires a comjg@between a long enough processing time to
allow effective trigger algorithms, and the costl aomplexity of very large data buffers. In
ATLAS the allowed decision time, or latency, for Mlas chosen to be 2.5. Since it is
unacceptable to exceed this, L1 was designed t® aaominal latency of about 246 in order to
ensure an adequate safety margin. It is impor@amote that a large fraction of this time is
consumed by the signal transmission delays frormbacH to the detector front-end electronics.

The Level-1 Trigger, shown 2, uses thresn components to make its decisions.
The Level-1 Muon Trigger (L1Muon) uses track infation from dedicated, fast muon
chambers to identify highr muon candidates. The Level-1 Calorimeter TriggdiGalo) uses
calorimeter energy deposits to identify variousetypf highEr objects as well as energy sums
of interest. Results from both of these systemspaneessed by the Central Trigger Processor



(CTP). The CTP implements a trigger ‘menu’ basedagical combinations of results from
L1Calo and L1Muon. It can also pre-scale menu item®rder to make efficient use of the
allowable rate bandwidth as the luminosity and bagoknd conditions change.

Events that pass the L1 selection conditions aresterred from the detector-specific front-
end electronics to the data acquisition systenaditition, information from L1 itself, to indicate
how it made its decision, is also read out. In f&ravith this, L1 supplies information on so-
called Regions-of-Interest (Rols) to the Level-&yger. For exclusive objects these Rols are the
geographical coordinates of the detector regionsravithey were found, as well as the criteria
(e.g. thresholds) that they satisfied. This infaiorais used by L2 to seed its selection process.

1.5 ThelLevel-2 Trigger and the Event Filter

L2 uses full-granularity readout data from the datguisition system and dedicated algorithms
to refine the selections made by L1. L2 reducesrte to a maximum of approximately
3.5 kHz, with an average latency of about 40 martter to reduce the amount of data that must
be transferred, L2 uses the Rol results from Lédlect a subset (~2%) of the total readout data
to process. The Rols from L1Muon, L1Calo and thd®Gar a given event are assembled in a
custom device known as the Rol Builder (RolB). ldhsists of a large network of commercial
CPUs linked by a high-capacity switched network.

The final stage of event selection is provided lxy Event Filter. It works with fully built
events, and therefore can use analysis proceduckslgorithms similar to the offline data
processing. Its processing time is about 4 s pente\and it further reduces the rate to about
200 Hz. The events passing the Event Filter selectire permanently stored for offline
analysis, with event sizes of approximately 1.3 MB.

1.6 Thedata acquisition system

The data acquisition system (DAQ) receives evetd fflam detector-specific Readout Driver
(ROD) modules over 1600 point-to-point optical reaidlinks. On request it sends data from
within the Regions-of-Interest to L2, and for thasents that satisfy the L2 criteria it carries
out event building. The built events are then gerthe Event Filter, which selects events for
permanent storage.

In addition to handling all of this data movemethie DAQ manages the configuration,
control and monitoring of the entire ATLAS detectiuring data-taking. However, it does not
supervise some of the functions needed to opdnatddtector hardware, such as power and gas
systems — this type of functionality is providedthg Detector Control System (DCS).

2. Level-1 Calorimeter Trigger introduction

L1Calo is a fixed-latency, pipelined digital systesing custom electronics. Its input data comes
from about 7200 analogue trigger towers of redugehularity, mostly 0.k 0.1 inAnxAg
from all the ATLAS electromagnetic and hadronicocmheters. § is pseudo-rapidity ang is
azimuthal angle around the beam axis.) The L1CHotrenics has a latency of less than a
microsecond, resulting in a total latency of ab®utus for the L1Calo chain including cable
transmission delays and the CTP processing tims.iJkvell inside the required 2165 envelope.
The L1Calo system is located entirely off the detecin the large, separate electronics
cavern known as USA15. A block diagram of L1Caleésic architecture is shown(in figure 3.
There are three main sub-systems. The PreProcésstodigitises the analogue calorimeter
trigger-tower signals, then uses a digital filtgritechnique to associate the relatively wide
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Figure 3. Architecture of the Level-1 Calorimeter Trigger.€Theal-time data path is in black, while the
readout data paths are in grey.

analogue pulses with specific LHC bunch-crossings.look-up table achieves several
operations in one step: pedestal subtraction, fqalalibration, noise suppression, and turning
off problematic channels. The data are then tratbadhiin parallel to the two algorithmic
processors: the Cluster Processor (CP) and th&ndsty-sum Processor (JEP). The CP
identifies candidate electrons, photons afslwith high Er above programmable thresholds
and, if desired, passing isolation requirementse JBP operates on so-called ‘jet elements’ at
the somewhat coarser granularity of 822 in AnpxAgto identify jets as well as produce
global sums of total, missing, and jet-stm Both the CP and the JEP count ‘hit’ multiplic#tie
of the different types of trigger objects, and se¢hem, together with bits indicating which
global Er-sum thresholds were exceeded, to the CTP for ugbhe trigger menu. A detailed
account of L1Calo trigger algorithms can be foum

For all events that are selected by L1, a prograbfenselection of data from L1Calo is
read out via Readout Driver modules to DAQ. At mmam, these data include trigger-tower
energies and L1Calo results in order to allow eatibn, monitoring and verification of the
trigger. Digitised raw data, and intermediate ressfdom points along the trigger logic chain,
will also be read out during commissioning and yeartinning in order to check correct
functioning of the trigger, and later on whenevesyt are required to diagnose any problems.
The trigger readout data may also provide usefagjmibstic information for the LHC machine
and ATLAS detectors.
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In parallel with the information read out to DAQ@IR giving details of electron/photon,
t/hadron and jet cluster candidates are also reathyoRODs and sent to the L2 Rol Builder.
Missing, total, and total-jet transverse energyealare also sent.

All the main custom modules that comprise L1Cale 8tJ (366 mm) in height and
400 mm deep. PreProcessor and ROD crates use tavtiéEbus, while the Cluster and
Jet/Energy-sum Processors use a custom backpldree raluced VMEbus implementation. All
modules include on-board monitoring of voltages tardperatures, interfaced via CANbus to
the ATLAS Detector Control System.

The L1Calo hardware is designed to be relativepmact, with a high density of logic and
interconnections. One of the reasons for this imioimise the latency. Another feature is that
some of the hardware modules are designed to catrynore than one role in the system, by
using different firmware. This reduces the numkfedifferent module types, which in turn leads
to a lower hardware cost and simplifies maintenaaicne cost of additional firmware complexity.

3. The analogue front-end

The ATLAS calorimetrm] comprises the barrel, ezaps, and forward regions. In the barrel, a
liquid-argon (LAr) electromagnetic (EM) calorimeté surrounded by a scintillating-tile
hadronic calorimeter (TileCal). In the end-capsuiigargon is used for both the EM and
hadronic calorimeters. The forward calorimeters aislise liquid argon.

Projective trigger towers are formed by analoguaraation on the detect4]. They
are 0.1x0.1 inAnx Agover most of the calorimetry, but larger in paxtshe end-caps and in
the Forward Calorimeters (where they are not ptojedn 77), as shown i4. Trigger
towers cover the full depth of each of the electagnetic or hadronic calorimeters. The number
of calorimeter cells summed to form trigger towdepends on the granularity of the respective
calorimeter, and ranges from a few in the end-cap#o 60 in the LAr EM barrel. In the Tile
Calorimeter most towers are formed by summing fiketomultiplier signals.

A distinction between EM and hadronic trigger tosves that the Tower Builder Boards
used to sum EM trigger towers also convert the eaergy scale of the signals to transverse
energy, but the hadronic trigger-tower signals fradme Tile, LAr Hadronic End-Cap, and
Forward Calorimeters are transmitted on the rawgsnscale.

The analogue trigger-tower signals from the caleters are carried to L1Calo on 616
16-way twisted-pair cables. The twisted pairs adividually shielded, and there is also an
outer global shield. The cables and connectors baea carefully selected to achieve less than
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0.5% cross-talk between towers. The propagatioocityl of signals is equivalent to 4.76 ns/m.
The routing of the cables is specially optimisededuce their length, and hence the delay, by
penetrating the shielding between the main ATLASeca and USA15 through special holes
leading directly to the trigger electronics rackbe lengths range from 30 m for the shortest
LAr barrel cables to 70 m for the longest TileCatlemded barrel cables.

Figure 5 is a block diagram showing how the sigaatshandled in USA15. The labels F
and R on the diagram indicate the front and rearelsaof modules, respectively, and the
numbers indicate numbers of cables. The long cdbbes the TileCal also carry signals from
the rear calorimeter sampling, which could be utededed to help reduce backgrounds in the
Level-1 Muon Trigger. The two kinds of TileCal saja are separated using patch-panels
(TCPPs) upstream of the L1Calo Receivers. Figliaésé shows the 776 short cables used in
USAL15 to route the signals to L1Calo. These arestimae type of 16-pair cable as the long
ones. They are individually trimmed to length iml@rto minimise latency, and also to achieve
a tidy routing solution with these thick, stiff dab (sed figure]).

All trigger-tower signals pass through Receiver Mm before being sent to the
L1Calo PreProcessor. The Receivers include lineaiable-gain amplifiers controlled by
DACs. These are used to convert the hadronic trigmeers from energy to transverse energy,
to compensate for attenuation in the different tea@f cable, and to set tke calibration of all
signals. The Receivers also include a facilityrfamitoring a small, programmable selection of
analogue signals; this is the only direct accesmtdogue calorimeter signals in ATLAS when
the detector is closed.

4. The PreProcessor

The PreProcessor (PPr) digitises the trigger-tosigmnals, identifies the bunch-crossing they
originate from, and does the final calibration gm@paration of the signals for use in the
algorithmic processors. It consists of 124 PreFssseModules (PPMs), each of which receives
four analogue cables carrying a total of 64 trigigpever signals on its front panel. The PPMs
are housed in eight 9U VMEG64xP crates, six of whiold 16 PPMs and two of which hold 14

PPMs. Four of the crates process EM towers and ficagess hadronic towefs. Figure 7 is a
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labelled photograph of a PPM, and figufe 8 is akldiagram of its functionality. Each of the
9U crates also contains a Timing Control Moduledittribute the LHC clock and to monitor
voltages and temperatures via CANbus, and a 6U VMEILPU module.

4.1 Analogue signal-handling

The differential signals first enter 16-channel lagae-input daughter cards, which convert
them to single-ended signals with appropriate gaid bias for digitisation. A DAC provides a
voltage offset used to set a suitable pedestalevdltie pedestal allows small negative excur-



PPM —
Multi-Chip Module
Pedestal
o;‘l:;t 40 Wil clock SR Readout to DAQ
8-bit PHOS4 :;?nc nl;;rr;
0-25 ns ; !
T AA A
Twisted % yStrobe 3 F . 4 Seri:\t::;tton gg
i [Ac FADC Bunch- [ -y
pair A_d?l.--h 1061t 7P Lot crossing 7 g e a0 (1 os M
10 No. of i 8 MBaud
BC's ID logic fan-out!
| aad cable-
iscr. | dela >
Analogue —— A y Look-up Tower ||, Lrgs | anver ||
input card table %2 BUm
L A MBaud To
Lk 4 ‘HT LCD |JEP
A Histogram/ ms
B-bi Playback mem.
Threshold

Figure 8. Block diagram of operations on one trigger towethsy PreProcessor Module.

Figure 9. Photograph of a PreProcessor Multi-Chip Module auithits cover. Connectors are at the left
and right. The chip at left is the PHOS4 quad delde four chips left of centre are the FADCs, with
PPr-ASIC to their right then the three LVDS secdahverters.

sions in the signal to be seen. The gain and pa&ldest set such that the ADCs will saturate for
signals corresponding to about 250 GeV, as thadss the level at which much of the trigger-
tower summation logic on the calorimeters saturafée implications of saturated signals for
the trigger are discussed later in this paper.

4.2 The PreProcessor Multi-Chip M odule

The main signal processing is performed on 16 MEiiip Modules (MCMs), each of which
processes four trigger towers. The MCMs are easplaceable plug-in componee 9isa
photograph. Four flash-ADCs (FADCs; Analog Deviéd3-9042) digitise the signals to 10-bit
precision at the bunch-crossing frequency of 4816&. (The FADCs actually digitise to 12 bits,
but the two least significant bits are discarddth¢ digitised values are sent to the PreProcessor
ASIC (PPr-ASIC, designed at Heidelberg and buiki i®.6um process by AMS), which includes
FIFOs for readout to DAQ. In order to be able tbuge the timing and to understand the pulse
shapes for the bunch-crossing identification logieyeral FADC values (most often five) from
bunch-crossings before and after the peaks ofutseg can be read out to DAQ.

The PreProcessor must synchronise the signalsdrgiven bunch-crossing to compensate
for differences in time-of-flight and signal-pa#ngths. Cables from the calorimeters to L1Calo
are of many different lengths, so in general sigfimdm the same bunch-crossing arrive at the
PPMs at different times. To achieve synchronisnhbiste and coarse timing adjustments are
provided. Fine adjustment of the FADC strobe sa ithfalls close to the peak position of each
trigger-tower signal is performed by a four-chanA8IC (PHOS4, designed at CERN), which

- 10-



provides delays programmable in 1 ns steps ové&rrss2ange. The FADC output data for each
trigger tower are re-timed to the main 40 Kldlock and then passed through a FIFO, which
provides coarse timing correction in 25 ns stepsr @vwide range. Adjustments to the timing
strobe and FIFO depth allow all trigger-tower datée aligned in time.

The ASIC then assigns signals to the correct bumohsing, as described in sec 4.4,
The output of the bunch-crossing identification itodgs a single 10-bit value correctly
synchronised to the main clock. The 10-bit valuthén used as the address for a look-up table.
The contents of the look-up table are 8Hitvalues that are used in the subsequent algorithmic
processing with a nomind; scale of 1 GeV per count. Ten-bit values are methiup to the
look-up table in order to ensure that full use barmade of the 8-bit range after the operation of
the bunch-crossing logic and the transformationgkvire done in the look-up table. The use
of a look-up table allows several operations tochaied out simultaneously, and in a very
flexible way which allows non-linear transformatioif necessary. The primary operation is a
final tuning of the transverse-energy scale by agisitinear transformation. At the same time, an
offset that subtracts the pedestal is applied. ¢emgll signals (~1 GeV) that are most likely due
to noise can be set to zero. Saturated signalsetréo full scale, i.e. 255 counts. Finally,
problematic or dead trigger-tower signals can synii@ set to zero. The output values from the
look-up table are stored in a FIFO for readout f&(D— this is important because they are the
inputs used for algorithmic processing, and thienathe trigger functionality to be monitored.

Following the look-up table, the four channels mcle MCM are summed to form a
0.2x0.2 region inAnxAgfor use in the Jet/Energy-sum Processor. This isutruncated to
nine bits, so in the rare case that the additiarftowvs it is set to full scale.

An additional feature of the PPr-ASIC is a playbaokmory, allowing test data to be
introduced in order to verify operation of the ¢hdji part of the PreProcessor and the
downstream trigger processors.

The same memories are also used in physics datagtak automatically build up tower-
by-tower signal-rate histograms. For every towerd¢hs a counter that monitors occurrences of
energy above a configurable threshold. These datde read out regularly via VMEDbus to the
crate-controller CPU, and from there to a dedicateohitoring computer where they are
assembled in one data record covering all 124 PAKs.rates can be displayed as histograms,
thus providing a view of activity in the detectartieely free of trigger bias. This can help in
finding and understanding malfunctions of the deteitself, as well as the LHC beams.

Downstream of the PPr-ASIC, the final stage onM@M is to serialise the data to be
transmitted to the CP and the JEP, since transigittil 64 channels on a PPM in parallel would
require an impossible number of connections antesalbhe serialisation is done at 400 Mbit/s
(480 MBaud including protocol bits) using two Nai# Semiconductor LVDS serialisers for
the four CP trigger towers (secti@.s explairs ddditional ‘trick’ used to reduce the number
of links from four to two), and one serialiser fiie 0.2x0.2 jet data. In all cases, the LVDS
10-bit data includes an odd-parity bit to allowoerchecking.

4.3 Output signals

The LVDS data streams need to be carefully hangiedrder to ensure that they reach the
algorithmic processors with a negligible error rdteaddition, data near the edges of quadrants
in azimuth have to be fanned out to more than enegssor crate in order to allow the trigger
logic to span these boundaries without any lossfficiency (see sectidﬂ 5). This is done by
sending the LVDS serial data streams from all 16M4$Cn a PPM to a small daughter card
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Figure 10. Calorimeter pulses digitised at 40 MHz by the PR} (left) and Tile (right).

holding four small FPGA drivers. In addition, toseme reliable transmission down the 11 m
cable links to the processors, SORE pre-compensation is applied to the signals. Th®&V
cable links consist of 1888 assemblies of AMP-Typewallel-pair ‘Twinax’ cables, with four
links per assembly. Tests have demonstrated hit-eate limits on these links of <t

The data to be read out to DAQ from the FADC dsgitions and look-up table outputs, for
a programmable number of bunch-crossings surrognth@ one of interest, are assembled and
formatted by an FPGA (Xilinx XCV-1000E) for transsmion to the Readout Driver modules.
The readout data are sent to a small transitionuteothounted behind the crate backplane,
which does parallel-to-serial conversion using ajilefit HDMP-1022 G-Link chip running at
640 Mbit/s followed by conversion from electrical optical signal outputs. The same Xilinx
FPGA also controls the PPM configuration and itsBts interface. Readout of PPM data via
VMEDbus is especially useful for commissioning ambdostics.

4.4 Bunch-Crossing | dentification (BCI D)

The calorimeter trigger-tower pulses have rise simethe order of 50 ns, as seer in figurk 10.
This shows calibration signals from both the Ligidjon Barrel Calorimeter and the TileCal,
as digitised by a PPM but with many extra sampliregsgd out. The sampling rate is 40 MHz,
i.e. 25 ns. LAr signals are bipolar and have a Joragative undershoot after the peak, while the
TileCal signals are unipolar.

It is of the utmost importance to associate trigggarer signals with the correct LHC bunch-
crossing, but since the pulses are several burmdsiags in width a robust way to do this is
required. Signals down to the lowest possible @esy@ile-up at high luminosity, and very large
saturated signals (above about 200-250 GeV) thgittnsignal new and important physics must
all be treated efficiently. The PreProcessor AStlements three separate methods for doing
this: one for unsaturated pulses, a second foratatli pulses, and a third analogue method that
provides useful redundancy especially when turtiegparameters of the first two methods.

The main method, used for normal unsaturated sigrial a digital pipelined finite-
impulse-response (FIR) filter. A block diagram Fown in[figure 11. The aim is to ‘sharpen’
the pulse before putting it through a peak findéris is done by multiplying five consecutive
samples by pre-defined coefficients and summing réseilting values. The coefficients are
optimised for the pulse shape in each type of cakter. The peak-finder then compares the
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sum with the values from the previous and followibgnch-crossings, and looks for a
maximum. Note that, since digital values can beakgihe comparison in one direction is
‘greater than’ while in the other it is ‘greatemathor equal’. Simulation including pile-up and
noise indicates that this method works efficiemter a signal range down to a few GeV and up
to within a few GeV of the saturation level.

Saturated signals are handled by using two comparan the leading edge of the pulse. A
‘low’ and a ‘high’ threshold are defined, basedtbe rise-time of the signals. This allows an
estimate of when the peak would have occurredeifsignal had not been saturated. Simulation
indicates that this method works well from aboud 2BV up to the maximum energy range of
the calorimeters.

The third method is primarily for checking the csitsncy of the first two methods, and to
help in tuning the programmable parameters. It udissriminators with programmable
thresholds on the analogue signals, and is implésdeon the analogue-input daughter cards.
Since the peaking time for each type of calorimetémown, bunch-crossing identification can
be done using a programmable delay in the PPr-ASHe. range of this method starts in the
unsaturated region and extends to the maximumioadter energies.

A 10-bit FIR-filter result is computed on every dhocycle. For non-saturated pulses, the
value is proportional to the analogue pulse sizthaiclock cycle identified by the peak-finder.
On this clock cycle only, the FIR-filter resultsent to the look-up table to extract the fi&al
value to use in the trigger algorithms. Howeverthé pulse is saturated then the tower is
assigned the maximum 8-bit value of 255 GeV onaygropriate clock cycle. For clock cycles
not corresponding to a pulse peak the tol#evalue is set to zero.
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4.5 Bunch-Crossing multiplexing (BC-mux)

The data from the PPMs consist of 8-bit triggerdowransverse energies to be sent to the
Cluster Processor, and 9-bit &.0.2 trigger-tower sums for the Jet/Energy-sum Fssoe A
‘trick’ is used for the CP data in order to redube enormous number of data links required.
Because the bunch-crossing identification usesali-finding scheme, any bunch-crossing with
data in a given trigger tower must always be fokdwy one that is empty, i.e. zero. This can
be used to allow two towers being sent to the Céhtwe a single serial link.

Trigger towers are paired up at the output stageePPr-ASIC. When a tower has a non-
zero value, this is transmitted on the link alonighva flag bit that indicates which of the two
towers is being transmitted first. On the next Wunmssing a value (or zero) for the other
tower of the pair is sent to the link, again witRaag bit. This second flag bit is used to indicate
whether the second tower’s value belongs to theedaunch-crossing as that of the first tower,
or to the following bunch-crossing. This schemec#led bunch-crossing multiplexing, or
‘BC-mux’. By using it, data transmission to the @Pachieved with only two links per MCM
instead of four. Note that in addition to the flaig an odd-parity bit is used for error detection.

For the JEP the sum of four towers is transmitsedf is not the case that a non-zero value
must be followed by zero, and this scheme cannoiskd.

5. The Cluster and Jet/Ener gy-sum Processor s

Many of the main functions of the Cluster Procesaod the Jet/Energy-sum Processor are
similar, and their designs take advantage of tiisdopting similar architecture and utilising
some common hardware modules. The electron/phetgnandt/hadron algorithms in the CP
and the jet algorithm in the JEP all search fortuess in overlapping, sliding windows. To
avoid dips in efficiency at the boundaries of meduland crates a large amount of data
duplication is required. Both of the processorsgd#ivthe calorimeters into four quadrants in
azimuth. As already mentioned in sec 4.3, a&rde boundaries between quadrants
efficiency is maintained by fanning out the triggewer and jet-element data sent from the
PreProcessor. Within azimuthal quadrants, datafaareed out between neighbouring trigger
modules by serial data transmission on crate baaokst mapping of trigger towers to processor
modules is arranged so that any module only needlare data with the two adjacent modules,
over short (~2 cm) links. This arrangement is sinat ho signal from the PreProcessor has to
be sent to more than two crates. Thus the architechinimises the number of cable links from
the PreProcessor, and the backplane fan-out isatggified.

The CP is a four crate system. Each crate configinSluster Processor Modules (CPMs)
and handles one calorimeter quadrant, as shoWigumef 12. The JEP is a two-crate system,
with each crate containing 16 Jet/Energy Modul&Mg). Eight JEMs handle one calorimeter
quadrant, while the other eight handle the quadsppbsite ing Within a quadrant, each CPM
or JEM covers a relatively narrow slice qnand 90° in@ By careful design, both CP and JEP
crates use the same high-density custom 9U badckpResults from the CPMs or JEMs are
sent via the backplane to two Common Merger Mod(B¥Ms), one at each end of the main
block of modules in each crate. The CMMs, which udentical hardware but different
firmware loads, process the results from the CPM3EMSs to produce sums over the entire
crate, and send these results to a subset of thd<Cill order to produce system-wide results.
These final results are sent on cables to the &lentigger Processor.
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Figure 12. Layout of one crate of Cluster Processor Modulesjedng one quadrant ig (In the
Jet/Energy-sum Processor each quadrant is coveredimilar way, but by 8 JEMs.).

The calorimeter data handled by the CP extendsooyt< 2.5, which is the limit of high-
precision data from the Inner Detector and the Eldrimetry. The jet trigger extends further,
to J7/<3.2, which is the limit of end-cap acceptance. THE*® and totalE; triggers also
include the forward calorimetry (FCAL), primarilg provide adequatETmiSS performance. This
extends the trigger tg||<4.9, and also allows the FCAL to be used for fodkjet triggers.

In addition to CPMs or JEMs and the CMMs, eachhefsé 9U crates also contains a
Timing Control Module to distribute the LHC clockéto monitor voltages and temperatures
via CANbus, and a 6U VMEbus CPU module.

5.1 The Cluster Processor Module (CPM)
5.1.1 The electron/photon and 1/hadron algorithms

The function of the CPMs is to carry out g andt algorithms and to count the multiplicity of
successes, or hits, in the region covered by eamful®. The two algorithms use very similar
logic, and are therefore executed together. Figgrélustrates the elements of the algorithms,
which are run for all possible sets of overlappingd trigger-tower windows.

The ely algorithm searches for narrow, high-showers in the EM calorimeters. The main
background is an overwhelming rate of hadronic. j@tserefore, the characteristics used to
enhance the selection at level-1 are to requiresstt@rse isolation, and that the showers should
not penetrate to the hadronic calorimeter. THsadron algorithm looks for decays into
collimated clusters of hadrons, again permittingiedevel of isolation but in this case allowing
the showers to penetrate into the hadronic calderae

Consider the 22 trigger-tower region at the centre of the 4} trigger-tower window
shown in[figure 1. In the EM calorimetg¢ values are summed for the towers in each of the
four possible X2 and 2<1 pairs within the region, in order to find relaiy narrow showers
while at the same time not losing efficiency foowlers crossing tower boundaries. We do not
worry about showers crossing into three or fouthef towers because Monte Carlo stu [5]
have shown that there is no significant loss ifcefificy by summing only two towers, while the
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Figure 13. Elements used for thedy andt/hadron algorithms.

improved selectivity in demanding narrow showeraseful. In the case of the#y algorithm at
least one of the four sums is then required to pgg®grammable ‘cluster’ thresholdBq. For
thet/hadron algorithm each of the four EMk2 and 2x 1 pairs is added to the sum of the 2
‘core’ towers in the hadronic calorimeter, andeatst one of the four sums is required to pass a
threshold.

For the isolation requirements, tke values for the 12 EM towers surrounding the céntra
2x 2 region are summed and required to be less timogrtammable ‘EM isolation’ threshold.
The Er values for the 12 hadronic towers surrounding déetral 2x2 core region are also
summed and required to be less than a programrtiedzleonic isolation’ threshold. For tregy
algorithm only, to ensure that the shower is comdiin the EM calorimeter, the sum of the
core 2x 2 hadronic region must be less than a programmbatonic veto’ threshold.

The ‘cluster’ threshold requirement is ‘greaternthao that setting the threshold to its
maximum value of 255 GeV makes it impossible tasggtand so turns it off. In a similar way,
the various isolation thresholds require ‘less tharqual to’, so that setting a threshold to its
full-scale value of 63 GeV effectively turns offathparticular isolation requirement.

The isolation thresholds for both algorithms aredi values, rather than ratios of isolation
energy to cluster energy. Here too, physics stowed that using this approach, which is
much simpler to implement, does not significanticibase performance. In practice, the trigger
menus will set much less demanding isolation tholelsh(or none at all) for very energetic
objects, while lower thresholds will need to hatricter isolation criteria in order to control the
rates at the expense of some signal loss.

The CP provides 16 of these combinations, or sdtgluster threshold and isolation
conditions. Eight of the sets are @y triggers, while the other eight can each be prognad
to carry out either thely or T algorithms. For each set the cluster and isolAt&io thresholds
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can all be chosen independently. It is importamidte that because the sets are a combination
of cluster and isolation thresholds, objects traspone threshold set will not necessarily pass
one with a lower cluster threshold.

If any trigger tower is saturated it could indicatew physics, and should produce a
trigger. At least one threshold set should allowtlfiis by not requiring isolation.
An obvious problem is that it is possible for an

>l | > object to satisfy the algorithm in more than one
overlapping trigger-tower window. For example, aye

> > clean electron or photon shower in just one triggarer
would satisfy the algorithm in four adjacent window

= | = | > This multiple counting, and also the ambiguity bt
coordinates of the object to use for its regionnbérest,

Figure 14. Local maximum test. Thg are avoided by requiring that the sum of the inhe2
axis is horizontal, thepaxis vertical. ~ region must be a local maximum compared to itsteigh
overlapping nearest neighbours. The possibility of
comparing equal digital values must again be cemsi| so the method used for the
overlapping windows uses four ‘greater than’ candg (in the # and +pdirections) and four
‘greater than or equal’ conditions (in thg and -@directions), as illustrated 14. (R
represents the region being tested, while the sguaound it represent the overlapping adjacent
2x 2 regions.) It should also be noted thatlfoth the e’y andt/hadron algorithms the»22 sum
includes both the EM and hadronic calorimeterdyaalgh it would be strictly correct to use
only the EM sum for thesly algorithm, it has been shown in simulations theg simpler
procedure of using the same sum as for thalgorithm makes no real difference to
performance. The coordinates of the local maximefimdd in this way are used in the Rol.

5.1.2 Data input and fan-in/out

Each CPM processes 64 of th& 4 overlapping windows described above. These aeaged

in a 16x4 (px n) array (se2), covering 90°grand 0.4 irv). The entires}| <2.5 range
covered by the CP therefore requires a minimunBoERPMs per quadrant, but we have used 14
in order to match the PPMs, which are arranged sstmcally around;=0. Thus the CPMs at
the ends of each crate have a number of unusedws)dnd those that are used do not have all
of their input towers populated. A block diagramtleé CPM’s real-time data path is shown in
figure 18.

If we regard one of the four inner towers as aresfee (the lower-left one, se figurd 16
upper left), then the reference towers for the éddews processed on the CPM are received
directly from the PreProcessor, and are calledyfpfocessed’. The remaining towers required
to complete the windows are called the ‘environméfigure 16 lower left). Environment
towers that are adjacent mto the fully processed ones are also receivectttiirérom the
PreProcessor. The remainder are supplied by fdrein the two adjoining CPMs in a serial
format via the backplane.

In order to complete a»4 window around a reference tower, three additiooals and
columns in bothp and /7 are required, for both the EM and hadronic lay&tais, to process
M x N windows requiresM+3) x (N+3) x 2 towers, which for a CPM handling @& windows
means 1% 7x2. However, the BC-mux scheme pairs towers ¢n thereby requiring
20x 7 x2=280 towers and ignoring the row at thgend right). Four of the seven
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Figure 16. lllustration of algorithm windows and their handjion a CPM.

columns come directly from the PreProcessor, 0eEBI and 80 hadronic trigger towers. The
remaining 120 towers come as two columns from gighbouring CPM at 4, and one column
from the neighbouring CPM at/- At the same time, one column is fanned out to the
neighbour and two to thezneighbour. Thus, each CPM shares three-quartets difect input
data with its immediate neighbours.

The serial data transmitted directly from the PRMhe CPM pass through the backplane
and are converted to parallel format by an LVDSsd#galiser stage, then go to 20 so-called
‘serialiser’ FPGAs. These unpack the data and theserialise them at 160 Mbit/s for
transmission single-ended to both the on-boardrigtgwic ‘CP chips’ and, for the fanned-out
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towers, to the neighbouring modules via the bacigl&ach of these 160 Mbit/s streams carries
a 4-bit nibble from the 10-bit BC-mux trigger-towgords, and so five data streams are needed
for four towers and three data streams for two tew&his means that the fan-in and fan-out
require a total of 320 connections between each @RMthe backplane. These data streams
finally arrive at the CP chips, where they are égadised and unpacked from the BC-mux
format for use in the algorithms. The use of a Wz clock demands that the signals, both on-
board and from neighbouring modules, must be chydfmed to nanosecond precision.

5.1.3 Processing

The eight CP chips on each CPM are large FPGASNXKCV-1000E). Each chip processes
eight algorithm windows, arranged a2 in ¢x 7 and thus requiring towers from ax%-
tower region. The eight CP chips therefore formdimensional array irgo(se far
right), with their core towers adjacentgrand their environments overlapping.

The algorithms run at the LHC clock frequency of\8z. Because of the local maximum
requirement that is used to avoid double-countingits and also to define the Rols, only one of
the four windows in each half of an FPGA can predadit for a given threshold set, so there is a
maximum of two hits per FPGA. The results from e&EtGA therefore consist of two 16-bit
words, to indicate whether each of the 16 thresheltd was satisfied for each half of the FPGA.

The overall result for an entire CPM is the sunthef eight CP-chip results, in the form of
multiplicity counts of hits for each of the 16 thheld sets. These are limited to three bits each,
so each multiplicity count saturates at seven. &hresults are sent over the backplane to the
two Common Merger Modules in the crate, each ofctvliounts the overall crate results for
eight of the threshold sets. The final resultssamt to each CMM as a 25-bit word, the 25th bit
being odd parity.

5.1.4 Readout to DAQ and Level-2

In order to be able to diagnose and monitor théopmance of the CPMs, it is possible to read
out their input data and their results to the DA®recording, and for online or offline analysis.
In addition, Rol information must be sent to L2.€8h data are available for any bunch-crossing
that has led to an L1A. The readout occurs afték islreceived, and is therefore not part of the
synchronous real-time data path.

The input data consists of the trigger-tower valassreceived in the serialiser FPGAs,
while the results consist of the hit data from @f chips. The readout functions are controlled
separately for DAQ and Rol data by Readout ComrdlROC) logic on two FPGAs. The data
are held in FIFOs, and on receiving an L1A the dateesponding to the relevant bunch-
crossing are transferred to high-speed serial rgalitiks using Agilent HDMP-1022 G-Link
chips running in 20-bit mode at 800 Mbit/s. Thisfalowed by conversion from electrical to
optical signal outputs, and transmission on opfiikaikes from the front panel to the RODs, as
illustrated in figure 1f7.

The readout to DAQ can be programmed to includenait both types of data. In addition
to the bunch-crossing of interest the number adi@atit bunch-crossings can also be selected —
this is useful for setting up timing, and for diagtics. The Rol readout for L2 has a somewhat
different format, as it must specify the coordisaté Rols, and is limited to the bunch-crossing
of interest. It also includes a bit indicating tkaturation occurred.

The FIFOs used for recording input data can alstodded with data patterns that can be
‘played back’ to the module in place of real, ertdrinput data. This playback facility is
extremely useful for testing the operation of indixal modules and the downstream CMMs.

- 19—



Front edge Rear edge

VME
controller
L1A 20

..| Serialisers

To Rol

ROD control 8CP

chips

L1A Hit
To DAQ DAQ counts
Result

ROD i
(it DAQ merging el
— A
Y
4 Tower
‘slice’ data Clock
CPM distribution

Figure 17. Block diagram of the CPM read-out (real-time dataliown as dotted lines).

H

Figure 18. Photograph of a CPM. From right to left, de-sesiliand serialiser chips, 8 CP chips, optical
readout to DAQ and L2.

Figure 18 is a photograph of a CPM. Real-time dgyeater and leave from the rear of the
module (right), and readout to DAQ and L2 are fiiim front panel (left).

5.2 The Jet/Energy Module (JEM)
5.2.1 Thejet algorithm

The JEMSs carry out the jet algorithm and countrthatiplicity of hits in the region covered by
each module. They also serve as the first stagtheofmissinger and totalEr triggers, by
summing theEr componentsE, and E;, and the totaEr, over the region covered. For these
purposes the granularity need not be as fine athéa'y andt/hadron algorithms, and there is no
need to keep EM and hadronic calorimeters sepafdterefore, the JEMs work with ‘jet
elements’ that are the sum ok2 trigger towers in the EM calorimeters added to22trigger
towers in the hadronic calorimeters, giving a bagenularity of 0.2 inA7 andAg@ (Some jet
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Figure 19. Jet trigger algorithm windows, based on jet elem@ht0.2 x 0.2 and showing Rols (shaded).
In the 0.6 x 0.6 case there are four possible wirsdoontaining a given Rol.

elements in the outer regions pfare 0.3x0.2.) Jet elemerkr values are 10-bit words with,
nominally, 1 GeV ok per count.

The jet algorithm has similarities to tley andt/hadron algorithms. The sums Bf in
windows consisting of 2, 3x3 or 4x4 jet elements, i.e. window sizes of 0.4, 0.6 & i@.
A and Ag are compared to jet thresholds. The choice ofdmin size will depend on the
desired jet multiplicity: the largest window sizgciudes more of the jet energy and therefore
has the highest efficiency, while the smaller wiwdgizes are better for resolving multiple jets.
These windows are illustrated|in figurd 19. Thegrtap and slide by one element, i.e. 0.2in
andA@ TheEr in the jet window must be greater than the 10tfmieshold; this allows the
threshold to be turned off by setting it to the maxm value of 1023.

As with theely andt/hadron algorithms, it is possible for a jet to @ the threshold in
more than one window, So again it is necessargdaire that a & 2 region (i.e. summed over
0.4x0.4 inAnxAg must be a local maximurh_(figure]14) — this is useddentify jet Rol
locations as well as resolve any ambiguous hitste Nbat for the 0.40.4 and 0.&0.8
windows there is only one possible window for edl, but for 0.6<0.6 there are four
possible windows surrounding each $8)the one with the highest sum is used.

Eight independent sets of jet thresholds are aweilavith a nominal resolution of one
count per GeV. Each threshold set is a combinaifaathreshold for jeEr and a choice of jet
window size. Note that because the requirementsa arembination of threshold and window
size, objects that pass one threshold set wilheoessarily pass one with a lower jet threshold.

In addition to trigger-tower saturation, thex2 sums done by the PreProcessor can also
overflow since these sums are limited to nine iteither case, the PreProcessor sets th2 2
sum to its full-scale value of 511 GeV before sagdt to the JEM. When the JEM sums the
2x2 EM and hadronic regions to form a jet elemesets the jet element to its full scale value
of 1023 GeV if either the EM or hadronic regions aet to full scale. All windows in which
this happens are flagged, and will automaticallydpice a jet trigger if any jet threshold is not
set to full scale.

In the FCAL, jet elements of 0.4 ikpand summed over the whole of the FCAdrange
cover the region out t@|<4.9. Provision has been made for a trigger on foivjets, either in
the FCAL alone or in the FCAL and end-caps, butetkact algorithm is not yet decided.

5.2.2 Energy sums

The initial summing for the missingr and totaler triggers is also done on the JEM, but the final
summing and comparison with thresholds are dorth®sgystem-level Common Merger Module,
as described in secti.3. For misdiiigthe JEM has to multiply each jet element by the
appropriate geometrical constants to obtain itsstrarse-energy componefiisandE,. A quad-
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linear compressed format, described below, is tigexknd the results to the CMM. Each JEM
processes data from a single quadrant, so no saiththetic is needed on the JEMs themselves.

The sums oE,, E, andEr on JEMs are done to 12 bits, so any value abog® @&V
produces an overflow and the quad-linear code tnitted to the CMM is set to full scale. The
same thing is done if any of the input jet elemémtthe sum are saturated, due to either trigger-
tower saturation or upstream arithmetic overflow.

5.2.3 Data input and fan-in/out

The 32 JEMs used by L1Calo are housed in two 9U
[ 1 " To2 crates. In each crate, eight JEMs handle one quiauirg
B and the other eight JEMs handle the opposing goadra
As shown i figure |20, each JEM receives most ®f it
- serial direct-input data from two EM and two hadcon
|| PPMs, covering a jet-element space of
8 gbinsx 4 p-bins. Overlap data from an additional four
PPMs in each of the two neighbouring quadrants are
required for the jet algorithm. The total numbedokct-
input signals per JEM is 88.
B is a block diagram of the JEM, anfl fi2e |
is a photograph of the module. The direct inpub dative
H on cables connected to the backplane, and areridéssel
— ECAL to 10-bit words (9-biEr with an odd-parity bit) at the LHC
1 213 4 clock rate of 40 MHz. These data are presentecbsnk of
input processor FPGAs, located on daughter modRlieS,

PPM_1 | PPM_2 T, U). After a check for errors, the EM and hadecoralues
Figure 20, JEM direct-input data, for egch ?<2 element are summed ipto 10-bit values. The
Overlapping @ data are needed for resulting je'F-eIement values are multiplexed tdvdz and
rows X, W and V. sent to the jet processor FPGA.

Similarly to the CPM, the jet algorithm examines

4 x 4 jet-element windows around each reference jenee. In order to process the JEM’s core
of 4x 8 potential jet positions, an environment of 71 jet elements is required. To accomplish
this, the input FPGAs send fanned-out copies ofeshget elements to the neighbouring
modules via the backplane; for the JEMs this isedafith a clock speed of 80 MHz. Three-
quarters of the jet elements are duplicated inrtaaner.

Ap =172
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5.2.4 Processing jets

The jet processor FPGA (Xilinx XC2V-3000) identgi@nd counts clusters ofx2, 3x3 or
4x4 jet elements that exceed programmablethresholds and are centred around a local
maximum. There are eight independent jet defingjoeach consisting of a programmable
threshold associated with a selectable window Jike.results are sent via the backplane to one
of the CMMs in the crate, designated as the jet CNbivthe form of eight 3-bit multiplicities,
plus one bit of odd parity. In more detail, thepstearried out are as follows.

Jet elements are first summed to produce 601®in 7 x ¢ 2x 2 clusters, 45 (89) 3x3
clusters, and 32 (48) 4x 4 clusters. Cluster sums containing saturatedgetents are flagged.
The central 32 (48) 2x2 clusters are compared with their nearest neigtsbtmu determine
whether they are local maxima, and therefore ptesgb candidates.
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Figure 21. Block diagram of JEM, including the input modulesR T, U, the readout module RM, the
control module CM, and the TTC decoder module TTeCde

Figure 22. Photograph of a JEM. At right, four de-serialisaughter cards and input FPGAs. At centre,
energy-sum and jet FPGAs.

The central 4« 8 region processed by the jet FPGA is divided &ight 2x 2 subregions,
each of which can contain no more than one locatirmam. When a local maximum is
identified in a subregion, thex2, 3x3, and 4x4 clusters associated with it are selected and
compared with the appropriate thresholds. If nalaoaximum is found, the output of the
subregion is zeroed. Clusters associated with @ lmaximum that contain saturated elements
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automatically pass all enabled thresholds. For JEbMering only the barrel and end-cap
calorimeters, 3-bit multiplicities of jet clustesatisfying each of the eight jet definitions are
produced. JEMs that also include FCAL elements gereckight 2-bit central jet multiplicities,
and four 2-bit FCAL jet multiplicities.

5.2.5 Processing energy sums

Each JEM sums the total scalarof all jet elements that arrive directly from tAeeProcessor. It
also multiplies each jet element by the appropggiemetrical constants to obtain its transverse-
energy componentg, and E,. The algorithms operate on the 32 core jet elesneantd are
implemented patrtially in the input processors aadiglly in the sum processor FPGA (Xilinx
XC2V-2000). A low threshold is applied to the j&traents entering thig, andE, adder trees, and

a separate threshold is applied to data entermgotialEr adder tree; both of these are to reduce
the effects of noise. The jet elements are condeéda andy components by multiplication with
cosine and sine ofy respectively. The resulting sums Bf, E, and E, are transmitted via the
backplane to the second CMM in the crate, desigreddhe energy summation CMM.

Energy summation is performed with a precision @€l for the totak:. For E,andE,
summation is done using 12-bit multipliers and praid, working to 0.25 GeV precision before
the result is rounded to the nearest 1 GeV. Theggngcale goes up to 4095 GeV. Signals
exceeding full scale are saturated to 4095 GeV.

A data compression technique is used in order talile to use the same number of
energy-sum connections via the backplane to the CAdNbr the cluster and jet multiplicities.
The three energy-sum words are transmitted as dighteach, plus one odd-parity bit. To
achieve this a quad-linear compression scheme fgoged, using a 6-bit mantissa and a 2-bit
exponent that multiplies the mantissa by 1, 4, A®&4to yield the full value transmitted. In
cases of saturation in the jet elements or alorgstimming chain the 8-bit code is set to full
scale (OxXFF). This produces 4032 GeV when decoded.

5.2.6 Readout to DAQ and Level-2

As with the other types of modules in the triggeeovision is made in the JEM design for extensive
monitoring via the data acquisition system. Allgégment input data arriving directly on cable $ink
from the PreProcessor, and all jet and energy-asuits sent to the CMMs, are captured for each
accepted event. The buffers can hold data for dipegdounch-crossings around the one that caused
the event, an option that is primarily useful itisg up the timing or diagnosing problems. In
addition, Rol data on jet hits are captured for flas bunch-crossing of interest.

On receiving an L1A, the data corresponding to kHumch-crossing of interest are
transferred to high-speed serial readout links gudi6-bit Agilent HDMP-1032 G-Link chips
running at 640 Mbit/s. This is followed by conversifrom electrical to optical, and the signals
are sent from the front panels on optical fibre®DAQ and Rol Readout Drivers.

For diagnostic purposes, additional playback meesotpstream of the main JEM logic
and spy memories for testing are provided. The ljg@ak memories can be filled with test
patterns under VME control.

5.3 The Common Merger Module (CMM)
5.3.1 Requirements and ar chitecture

The CMMs ‘merge’ results from entire crates of CRMMJEMs by counting the total number of
ely, t/hadron and jet hits, and by summing the t&al Ex andE,. A second stage of logic
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Figure 23. CMM connectivity, including crate-level and systéenel functionality.

allows a subset of the CMMs to perform system-vadents of the various types of hits, and to
do the system-wide energy sums. At the system lixeetotalEr and missing=r are compared
to thresholds, along with an approximation to th&ltEr in jets. All this is achieved with a
single hardware module design that runs differemsions of firmware in its FPGAs. This is
facilitated by the use of a common, custom backepfan both CP and JEP crates (secfiof 5.4).
The CPM and JEM results used to produce the ogatdts are transmitted to the two CMMs
in each CP and JEP crate via the backplane asgbasaigle-ended point-to-point CMOS signals
running at 40 MHz. Each CMM receives up to 400 bitslata per bunch-crossing from the 14
CPMs or 16 JEMs in each crate. A large FPGA perfacrate-level merging. For each of the four
types of CMM (the two groups of eight thresholdsgegr crate in the CP, and the jets and energy
sums in the JEP), the crate-level results are rudiesl to a single CMM which performs the
system-level merging on a second FPGA. Both FPGAsKdinx XCV-1000E. Transmission of
the crate results is via short, parallel-data LVEd#bles connected to small cards behind the
backplane, except for the crate results from tHdMCitself which are transmitted internally on
the module. A block diagram of the basic functidgadf the crate-level and system-level CMMs
is shown in figure 23. Figure P4 is a photograph GiMM.

5.3.2 Hit counting

The CP has 16 threshold sets (i.e. combinatiomtusfer and isolation thresholds), eight reserved
for ely triggers and eight individually programmable todtion either asly or ast/hadron
triggers. For each threshold set, the number efdbibve threshold is summed to a maximum of
seven (i.e. three bits) over the entire detectae OMM per crate handles the first eight threshold
sets, and the second CMM per crate handles the eitjiet. The two CMMs in one of the four
crates act as ‘system’ CMMs, one for the eightglestiedely triggers and the other for the eight
ely or t/hadron triggers. The two ‘system’ CMMs first fothreir own crate sums, then add in the
other three crate sums (received on cables), antitke results to the Central Trigger Processor.
Each system CMM sends eight 3-bit multiplicitieglte CTP, plus a parity-check bit.
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Figure 24. Photograph of a CMM.

Similarly in the JEP there are eight jet threshedts, each a combination of jet threshold
and jet-window size. The number of hits for eaaleshold set is summed up to a maximum of
seven over the entire detector excluding the fodwalorimeters. (A programmable option to
include the forward calorimeters in the overall figgger is available.) These crate sums are
done by one CMM in each of the two JEP crates,aredof these acts as ‘system’ CMM. The
system CMM sends eight 3-bit multiplicities to @G&P, plus a parity-check bit.

A more limited counting capability is required fets in the forward calorimeters, and this
is done in the same CMMs. At present, four forwjtdihresholds are foreseen, with
multiplicities up to three counted separately aheand of the detector for a total of 16 bits.

5.3.3 Total-Et and missing-E+ summing

The three energy sumk,, E, andE;, from each JEM are sent to the second CMM in edch
the two jet crates, as 8-bit words using a quagdlincode (see secti2.5), thus using the
same number of input-data bits as the jet muliigis. On arrival at the CMM the linear form
of the summed energy is recovered, and the datadtbthe JEMs in the crate are summed. The
system-wide sums are done by one of the CMMs, agesignated the ‘system’” CMM. These
transverse-energy sums cover the entire deteotmuding the forward calorimeters.

The totalEr sum is compared to four thresholds, with valuesoup TeV in 4 GeV steps.
Four bits, indicating which thresholds were passeel sent to the CTP.

The gquadrant architecture of the trigger means thatghor E, components from any
one JEM always have the same sign values, whictharefore not transmitted. Since each JEP
crate handles two opposing quadrantsginthe component sums from each quadrant (i.e. 8
JEMSs) simply have to be subtracted.

A look-up table is used to perform the final quadra addition ofE, andE,, as well as
compare with eight thresholds in a single steportter to cover as wide a dynamic range as
possible while maintaining precision at the low+gyeend, four different energy ranges are
provided in the look-up table, with the choice lthea the value of the larger Bf andE,. The
thresholds have step sizes from 1 GeV to 8 GeVenidipg on the range. Eight bits, indicating
which thresholds were passed, are sent to the CTP.

5.3.4 Total jet transver se energy

Extra logic in the jet ‘system’ CMM calculates gopaoximation to the total transverse energy
in jets, Er;, by multiplying the multiplicity of jets exceedirgpch threshold by an energy value
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Table 1. L1Calo results sent to the Central Trigger Proaesso

Cableorigin Number of bits Type of information
Cluster Processor CMM 1 8 thresholds 3 bits ely multiplicities

Cluster Processor CMM 2 8 thresholds 3 bits t/hadron orly multiplicities
Jet/Energy-sum Processor CMM 1 8 thresholds< 3 bits Jet multiplicities
Jet/Energy-sum Processor CMM 1 4 thresholds< 2 bitsx 2 ends | Forward-jet multiplicities
Jet/Energy-sum Processor CMM 1 4 thresholds< 1 bit Total jetEy
Jet/Energy-sum Processor CMM 2 8 thresholds< 1 bit Missing-E+ threshold bits
Jet/Energy-sum Processor CMM 2 4 thresholds 1 bit Total-Er threshold bits

close to that of the threshold. This estimated evakicompared to four thresholds, and the
results sent to the CTP.

To understand the estimator, consider an eventagong m jets passing the threshold
Er>x GeV andn jets passinger >y GeV, withm>n andy>x. There aren—n jets in theEr
rangex GeV<Er< y GeV. These jets have a tot&a}l of at minimum (—n)x GeV and at
maximum M-n)y GeV. A value closer ta gives a more accurate estimate because ther jet
spectrum falls steeply withyr; the value actually used is programmable.

The hardware implementation of the; calculation uses look-up tables to convert groups
of jet counts to transverse energies. The eneageesummed and thresholds applied to yield the
four-bit Er; hit result.

5.3.5 Outputsto CTP, DAQ and Level-2

The CMMs send 104 bits of L1Calo results, via cabi®m the front panels of the four
‘system’ CMMs, to the Central Trigger Processoredéare summarised]in tabje 1.

In common with other module types, both CMM inpatadand results are available for
readout to the data acquisition, with an optionHfow many bunch-crossings to read out. In the
case of the CMMs both the ‘crate’ inputs and reswihd the ‘system’ inputs and results, can be
read out to facilitate testing and diagnostics. ©nmore, the data are sent to the RODs using
high-speed serial optical links running at 800 NMbit

The global Rol data sent to the Level-2 triggenfrthe energy-summing chain consist of
the total values oE,, E;, andEr as well as the threshold results on misdthgnd totalEr. The
jet chain sends the threshold results from the pet&; estimation.

5.4 The Processor Backplane (PB)

Both the Cluster and Jet/Energy-sum Processorsvayehigh numbers of signals entering and
leaving their CPMs, JEMs and CMMs. The dominanttidbutions to this are the many input
signals coming directly from the PreProcessor, e need to share the majority of these
signals between neighbouring modules because ofslideng-window nature of the EM,
T/hadron and jet algorithms. Even with 9U-high medulthese requirements cannot be met
using standard VME and thus demand a very highityetisstom-built backplane. On the other
hand, the input and shared-signal requirementh®fJEMs are very similar to those of the
CPMs. CPM and JEM output data do differ, but a sehevas developed to handle the missing-
Er and totalEr data going to the CMMs using the same numbertsfds the other algorithms.
With careful design, we could then use a commotkjdaoe for both the CP and the JEP.

The most obvious feature of the resulting backplsee photographs |n figure]|25) is that
this large, monolithic printed-circuit board is ast completely covered by high-density con-
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Figure 25. Photographs of the Processor Backplane. Left: neosiidle, with CPU connections in slots 1
and 2 and TCM in slot 21. Right: from rear of cratkowing cable supports for LVDS serial links into
CPMs and JEMs.

Table 2. Processor Backplane slot organisation.

Position(s) | Moduletype

1 (and/or 2) | VME 6U CPU (controller), mounted in 9ME Mount Module (VMM)
3 Common Merger Module (CMM)

4-19 or 5-18| Jet/Energy Module (JEM) or ClustercBssor Module (CPM), respectively
20 Common Merger Module (CMM)
21 Timing and Control Module (TCM)

nectors, with a total of about 22,000 pins. Eachitpm in the crate is designed to service a
specific type of module, as specifiele ReT.148 pins per CPM or JEM slot receive the
serial cable links from the PreProcessor to the €RWI JEMs, and provide point-to-point
connections for data sharing between neighbouriRyI€or JEMs, point-to-point connections
from each CPM or JEM to both CMMs for results meggias well as other functions requiring
fewer pins as discussed below.

The primary connector choice for the backplandéésHard Metric (HM) family, specified
by international standard IEC 1076-4-101. In additio high density, the large number of high-
speed input and output signals requires connegtils good signal characteristics and high
reliability. This connector style provides connens with 2 mm pitch, five columns wide and
with a choice of connector heights. Ground-retuhielsls are added on both sides of the
connectors. A signal density of 20 signals per ioggtre of card edge can be attained while
maintaining a signal:ground ratio as low as 4:3sTonnector range was also chosen due to the
availability of a cable assembly that is suitale d¢arrying the high-speed LVDS serial cable
links from the PreProcessor system to the CPMs M#ds. These links are brought to the
modules through the backplane using long througls-prhe male connectors on the backplane
have three mating levels on the front side to redhe maximum insertion force. A guide-pin
assembly helps ensure alignment during board inserthus reducing insertion force and
minimising the risk of damage to the pins from ioyer insertion.

The serial-link inputs to the CPMs and JEMs areught to the backplane via untwisted
shielded-pair cable assemblies. These are commig@isembled Z-Pack HM assemblies from
AMP/Tyco. Each assembly contains four differentigbut pairs, plus an additional ground
shield per two differential cables. To isolate thigh-speed LVDS signals from potential
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sources of noise, the cable inputs are arrangbtbaks of four cable assemblies (16 pairs), with
ground pins between the LVDS signals and any dtiggral pins.

Signals are shared between neighbouring CPMs oisdiyMising short point-to-point links
between modules. Each CPM has 320 links runnirdg@tMbit/s, while each JEM has 330 links
running at 80 Mbit/s. These pins occupy the majaftthe processor card edge. They have been
placed to preserve signal integrity and to miningisess-talk at 160 Mbits/s by having at least one
adjacent ground pin, grouping pins to have equalbars of inputs and outputs in each block, and
keeping routing short by never taking signals ntbag& one row up or down.

Each CPM or JEM sends its real-time outputs tawleCMMSs via single-ended point-to-
point backplane links. Each CMM therefore receikesults from up to 16 processor modules,
each comprising 24 data bits and one parity bitc&isome of these signals must travel almost
the full width of the crate, great care has be&artawith their routing and impedance.

A commercial VME single-board processor (CPU) iot 4l is used for configuration and
control of the CP and JEP subsystems. To econoomissggnal pins, a highly reduced custom
subset of the VMEDbus protocol, called ‘VME--', isad. This takes up just 43 pins of a high-
density backplane connector, including 16 datadits allowing 24-bit addressing.

Dedicated address pins on the backplane providey ewedule in the CP and JEP with
information to determine their crate and slot gosiin the system, and thus select appropriate
VME, CANbus and TTC addresses. Some modules, notablMs and those JEMs covering
the forward regions, also load different FPGA fireme based on their geographic address.

A Timing and Control Module (TCM; see sectﬂrz)slot 21 of each crate receives the
Timing, Trigger and Control (TTC) information opdity, and transmits it via the backplane in
differential PECL format over point-to-point links all the processor modules.

The TCM also provides the interface between théecaad the ATLAS Detector Control
System (DCS). The backplane includes a differefANbus to all modules in the crate,
allowing readout of temperature and voltage-supgiyrmation through the TCM to the DCS.

6. The Readout Driver (ROD) and data readout

6.1 Requirements and ar chitecture

All of the main modules in L1Calo have extensivd #axible capabilities to read out their input
data and results, both for online monitoring arndsigbsequent storage and offline analysis. The
DAQ readout data are intended for trigger monigyridiagnostics and calibration, and include
information collected from the inputs and outputthe processing modules. In addition, Rol data
must be collected and transmitted to the Leveligdger Rol Builder (RolB). The data inputs and
outputs, and the processing requirements, arefisigmily different in the two cases.

All processing modules can sample a programmabiebeun of consecutive time-slices
around a particular bunch-crossing. There is a mim effective dead-time of four bunch-
crossings between L1As; this means that a maximbiffive time-slices can be read out in
normal physics running, although more are neededdme of the calibration with PPMs. The
time offset of the readout relative to the L1A niey/programmed via registers in the modules.
When all modules are properly configured, the d#aved from a specified LHC bunch
crossing can be tracked through the complete triggetem. Readout of multiple time-slices is
useful in setting up and checking the internal tdigiiming of the trigger, and is essential to
verify the correct operation of bunch-crossing tiferation of the long calorimeter pulses. Rol
data are read out only for the single time-sliceexponding to the L1A.
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Figure 26. Diagram of the overall crate layout, with lines icating the readout data paths. Note that
CMM Rols are only for energy sums.

A common system of readout from all the trigger oled, using high-speed serial links
over optical fibres, is used. The data are colbdig Readout Driver modules, which apply
formatting to ATLAS standards before transmissiortte DAQ and the Level-2 Trigger. A
single ROD-module implementation has been madeilgessy careful design and the use of
many different firmware versions running on the eatype of hardware This can handle the
different types of data coming from the variougder modules, for both DAQ and Rol data.

There are 124 PPMs, 56 CPMs, 32 JEMs and 12 CMiviesabout to DAQ, and there is Rol
data from all but the PPMs and most of the CMMsDR®@ould be organised in various ways, by
readout type or by processor crate for examplechése to have one ROD per processor crate for
DAQ data and a second ROD per crate for Rol ddts. dllows all of the data processing within
one processor crate to be monitored directly onstimae ROD. The overall layout is shown in
figure 24. Up to 16 optical-fibre inputs are reedirfor each ROD handling PreProcessor or CP
data, and 18 for each ROD handling JEP data. Tdrexehe common ROD design has 18 inputs.
Twenty RODs are needed for the entire calorimatggdr, 14 for DAQ and 6 for Rols. This
requires two VME crates since two other modulescpate are also needed.

The data from the ROD inputs must be combined anudtted according to the ATLAS
standard, and sent to the Readout System (ROS}hendlevel-2 Rol Builder on standard
Readout Links. These links mark the boundary of &lbGesponsibility.

6.2 Data handling

Data arrive at the RODs on optical links using daséormat generated by the G-Link chipset
from Agilent. The transmitting G-Link encodes 16 2f¥ bits of user data into a 20- or 24-bit
frame, which it transmits serially at 800 or 960 MM respectively. The effective data transfer
rate is 640 or 800 Mbit/s. The G-Link receiver reexs the clock and user data from the serial
data stream, and also checks the framing bitsriéyvink stability.
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Table 3. Numbers of RODs and S-Links.

S-Linksper ROD Total S-Links
Subsystem | No.of RODS ' "5\ 5T toRolB | toDAQ | toRoIB
PreProcessor 8 4 0 32 0
CP DAQ 4 2 0 8 0
CP Rol 4 1 1 4 4
JEP DAQ 2 4 0 8 0
JEP Rol 2 1 1 2 2
Totals 20 54 6

The readout process is initiated by the L1A sigyeailerated by the CTP and distributed by
the TTC system. All processing modules copy datatisoously from their 40 MHz pipelines
into dual-port scrolling memories. On receipt ofldrA signal, each module extracts data from
its scrolling memories into FIFOs to await readdtach FIFO is connected via a shift register
to one of the G-Link user-data pins. Logic on thedoe moves data from the FIFOs into the
shift registers, asserts the Data Available (DAWgnal to the G-Link, and transmits the shift
register contents for the event concerned. An atiypbit is appended to each active G-Link
pin when the shift register contents have been. $amting quiescent periods the transmitting
G-Link sends fill-frames to maintain the lock beemehe transmitter and receiver.

In the ROD, the G-Link receiver presents the recedel0 MHz clock and parallel 16- or
20-bit user data. Firmware in the ROD collects,cpsses and stores the data in 32-bit-wide
FIFOs with the format of the output event recortieTtonversion process includes checks of
parity and Bunch-Crossing Number (BCN), as wellzas-suppression or data compression.
The ROD also receives the L1A signal via the TTGsygtem, shortly followed by the event
trigger-type needed for the ATLAS ROD fragment rexadVhen all required information has
been received from the TTC and G-Links, the RODewdes a complete ATLAS event
fragment with a header, a payload from the G-Liks] a trailer. The ROD module is equipped
with four S-Links to transmit the output data te tROS and the RolB. The S-Lin[6] provide
data transport at up to 160 Mbyte/s per link.

For a ROD handling DAQ data, the data volume depa&mdthe L1A rate, the occupancy
of the detector (hence the LHC luminosity and baokgd), the number of time-slices being
read out, and the type and effectiveness of the-zgppression or data compression algorithms.
Some of these parameters are hard to predictesB&D must include configuration options to
use from one to four S-Links to despatch the outfau&. At high data rates, the input G-Link
data volume may temporarily exceed the bandwidttihef output S-Links, and buffers are
provided to smooth the data flow.

The volume of Rol data handled by a ROD typicakkgupies only a few percent of the
S-Link bandwidth. A single S-Link carries the Ratd from an Rol ROD to the RolB, and a
second S-Link carries a copy to the ROS. The reimgitwo links are unused on Rol RODs.
summarises the number of RODs, and linksedROS and RolB.

6.2.1 Data-rate limitation

Limits on readout data rates are imposed by their&sLbetween the trigger modules and
RODs, and by the S-Links between the RODs and B8.Rt is also desirable to reduce the
volume of data read out to DAQ in order to reduse imass storage required for ATLAS
events.
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The number of G-Links handling DAQ data is kepbtee per trigger module in order to
minimise both the power consumption per module @xednumber of RODs. (The number of
Rol G-Links never needs to be more than one pemegddOnce the full DAQ data rate can be
handled by one G-Link per module, further data ctida can be carried out by the RODs. The
amount of data read out from each trigger modutebmchanged only by varying the number
of time-slices of DAQ data that are read out, did is controlled on the modules. Except for
the PPMs, the number of time-slices to be readrount a particular type of module is the same
for all the different types of data read out frome tmodule. The number of time-slices of the
two types of PPM data can be separately contralledhe PPM cannot read out five time-slices
of both FADC and look-up table output data at thié lf1A rate of 100 kHz. At 100 kHz L1A
rate, up to a total of eight time-slices (e.g. I¥Aand 3 look-up table) can be read out.

Several tools are available to keep data ratesmitbceptable limits. First, the number of
time-slices read out from the trigger modules carcontrolled. Second, the ROD can reduce
independently the number of time-slices of eachety data. This may include entirely
eliminating intermediate data that are not needsgecially when nominally equal to other
data, e.g. at the two ends of data-links in thgg#t. Third, data containing a large number of
zeroes can be reduced in volume without loss afrimétion by zero suppression. Finally, for
FADC data where zero suppression is ineffective vary low data values are much more
frequent than others, lossless data compressivaitable to be used to reduce data volume.

To prevent data loss, each ROD module in ATLA®ired to provide a ROD BUSY signal
when its buffers are nearly full. This is used ¢ngrate a veto signal for the CTP. The L1Calo ROD
implements this by continuously comparing the degtidata in its buffers to a programmable
‘nearly full’ threshold. The ROD asserts the BUS¥nt-panel output whenever this threshold is
exceeded, and removes the BUSY when all buffetddab to the threshold or below.

When everything is running smoothly and the catibrais stable, the absolute minimum
amount of data readout required consists of one-slhice of look-up table data from the
PreProcessor, together with the final results serthe CTP. This allows the nature of each
level-1 trigger to be understood, and the operatibhe digital part of L1Calo itself to be
verified. It is useful to add the Rol readout d&tahis bare minimum. Reading out three or five
time-slices of FADC data adds useful checks of raaleter signal quality and bunch-crossing
identification.

6.3 Structure of the ROD module

A block diagram of the ROD module is showr] in fig@&7, and a photographlin figure] 28. The
input signals enter via the front panel. Eightegrical receivers are followed by G-Link

receivers to de-serialise the data, which therodive Input FPGAs. Four of these handle four
inputs each, and the fifth the remaining two inpétier a parity check, data compression is
applied where selected, either zero-suppressiofopFADCs, lossless data compression (see
above). The data are buffered, and then formatted $-Link packets. A total of 13 different
firmware versions had to be developed to run irsehEPGAS, to handle both DAQ and Rol
data from the different types of trigger modulesd avarious compression options and test
options. It is possible to run different firmwarersions independently for each input channel,
and this is required since the ROD must be capafbkendling the mixture of CPMs or JEMs
and CMMs present in CP and JEP crates. The deugagbare Xilinx Virtex-1l Pro XC2VP20.
The Input FPGAs feed their results to a Switch FPGAs device merges the data, and
feeds it to between one and four of the output i8idepending on the data volume and
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Figure 27. Block diagram of the Readout Driver module.

application. It can also sample the data and sésplyastream off to the Monitor FPGA via one
of two possible high-speed routes: 20 links that bandle a total of 3.2 Gbit/s, or Xilinx
Rocket I/O. The Switch FPGA is a Xilinx Virtex-1Ir® XC2VP30.

The ROD outputs to the S-Links pass through thead@ J3 connectors on the VME
backplane. The four S-Link drivers themselves are @ear-transition module mounted behind
the backplane, and are standard HOLA (High-sped@@bink for ATLAS) daughter cards.

The Monitor FPGA provides several possibilities $pying on the data. The FPGA itself
has two embedded PowerPC cores that could be usedldition, a PCI interface has been
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Figure 28. Photograph of a ROD. Left to right: optical receseG-Link chips, five Input FPGAs. At
right (top to bottom): VME, Monitor, and Switch FR&.

added, via a dual-port RAM, to allow a PMC dauglu#md with its own processor should that
prove useful. Finally, the data are accessibleVNE. This allows the CPU controller in the
ROD crate to access data from all the RODs in ttaecand use these data to monitor
performance. The Monitor FPGA is a Xilinx Virtexfiro XC2VP20.

The different firmware versions needed for the R@IDs stored on Compact Flash cards,
utilising the Xilinx System Advanced Configurati@mvironment (System ACE).

7. Infrastructure
7.1 Detector Control System (DCS)

The ATLAS Detector Control System monitors and oalstthe power and cooling in the
electronics racks and crates in a standardy-lbx}/ever, in the case of L1Calo we also want to
be able to monitor voltage-supply levels and tempees on the individual modules. This is
because the modules are custom-built, are veryetiepspulated in some cases (especially PPMs,
CPMs, and RODs), include many large and expensR@A-devices, and utilise a number of
local voltage regulators in order to make bestaigbe crate power-supply arrangements. To do
this monitoring, each crate utilises a facilityitmTiming Control Module (TCM; see secti@?.Z).
The TCM connects to an external CANbus within tHLAS DCS, and it manages and monitors
an in-crate CANbus that connects to all the triggesdules. On each trigger module a
microcontroller connected to the CANbus monitorsadlection of voltages and temperatures
appropriate for that type of module, and reporssilte to the TCM. Alarms indicating parameters
outside programmable limits are passed up thrauglDCS and are visible remotely.

The overall scheme is shown([in figurd 29. The ATL#®itral DCS controls and monitors
environmental conditions in all the racks. WithihQalo, a separate CANbus monitors each
crate’s power supplies, temperatures and fan sp@adstandard logic in the crate fan-trays.
What we have added is that every Calorimeter Triggedule includes a CANbus node (shown
as N in the figure), connected to on-board sensoessuring temperatures and voltages
appropriate for that type of module. The nodesstgaadardised on all L1Calo modules, and are
Fujitsu MB90F594 microcontrollers that include a-Hi0 ADC. They are connected via the
backplane to another microcontrolBr on the TCM, acting as a CANbus bridge. The sdcon
port of the bridge is connected via an external @Adto a Local Control Workstation (LCS)
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Figure 29. ATLAS DCS architecture and L1Calo monitoring.

computer, where information is gathered from alChlo crates using an implementation of the
CANOpen protocol. The LCS acts as the interfacéghto DCS system for the whole of the
ATLAS experiment, sending error messages to tha maitrol room when problems occur.

A watchdog timer provides a hardware confirmatioat tperiodic checking of data values
within the CANbus system is being done.

7.2 The Timing Control Module (TCM)

All L1Calo crates contain a Timing Control Moduletlaeir right-hand end. This carries out two
main functions: it distributes the LHC 40.08 MH»dk signals and other information from the
ATLAS TTC system, and it acts as a gateway betwheninternal CANbus, which monitors
voltages and temperatures on all the trigger madirethe crate, and an external CANbus
connected to the ATLAS DCS. The TCM also providessaal diagnostic display of the VME
status on its front panel.

The TCM is a relatively simple 9U module. Howewitrere are two versions: a standard
VME version for use in the PPM and ROD crates, andther version for use in the CP and
JEP crates with their custom backplane and redutébus. The two versions are functionally

very similar, as shown in figure BO.
7.2.1TTC signal distribution

The timing information from the TTC system includiée 40.08 MHz LHC clock, the LHC
Orbit signal, the L1A signal, the Trigger Type, ahd Event Counter Reset signal. The signals
are received at L1Calo in a 6U VME crate by a Ciiferface module. After passing through a
Local Trigger Processor (LTP) module, the informatis encoded by a TTCvi module into a
single serial signal, and then distributed opticdly a TTCex module. The final stage of
distribution is provided by the TCM, which receividge TTC optical signal, converts it to
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Figure 30. Schematic layout of the TCM: CP/JEP version (laft)) VMEG64 version (right).

differential electrical format (PECL), and sendstdt individual trigger modules over the
Processor Backplane in CP/JEP crates, or via thélisay backplane (secti.3) in
VME®64x crates. On receipt in the trigger modulég TTC signal goes to a TTCdec decoder
daughter card, a standard item on all L1Calo magwdnere a TTCrx chip recovers the clock
and other signals for use on the module.

7.2.2 CANbusnode

The system for monitoring voltages and temperatareall the trigger modules was described
in sectio. Within each crate, the internal @AN is managed by the CANbus controller on
the TCM. The Fujitsu MB90F594 microcontroller hasotCANbus ports, and communicates
via its second port with an external CANbus netwodkning from the DCS Local Control
Workstation. This is connected via the TCM'’s frpanel.

The microcontroller on the TCM reads measured waftem each module in the crate at
roughly 16-second intervals, and creates a tableabfes which is sent to the Local Control
Station over the external CANbus. If a voltage emperature on a module is outside of
programmable limits an error message is sent td @M, which passes it to central DCS. Error
messages are asynchronous and have a higheryptiosih normal data packets — they are
received by the central DCS within roughly 0.1 s@=0

7.2.3 TCM variants, the auxiliary backplane and geographical addressing

Two versions of the TCM are necessary, due torthempatible connector layouts in standard
VME crates (PreProcessor and ROD) and custom-backptrates (CP and JEP). Figuré 30
shows the layouts of these two versions. The CPY@&E$ton obtains power from the bottom of
the board, VME signals from the VME-- bus at thp,tand sends TTC and CANbus signals
through the backplane connector at the bottomhénME version, power, TTC and CANbus
signals are connected to the upper part of thedodar this version the J3 area is not connected
because incompatible connectors are used in tHerésessor and ROD crates, and the module
must not interfere with the connector in eitheretyys crate.

There are no suitable traces in the VME64x and VMG backplane to carry the crate
geographical address, the TTC and the CANbus sigiad auxiliary backplane has therefore
been added at the rear of PreProcessor and ROBscrawnnecting to the rear of the JO
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connectors on the VMEG64 backplane. This distribtitesnecessary signals from the TCM’s JO
connector to slot numbers 2 to 20. The geograplidalresses are bussed, while the TTC
signals are point-to-point.

VMEG64x and VMEG64xP provide a set of five geographiaddressing pins, which a
module may use to determine its slot number withicrate. In ROD and PreProcessor crates,
L1Calo defines four further custom pins on the Jhnector to provide crate-number
addressing. The crate number is distributed over abxiliary backplane to each module
position. In CP/JEP crates, three pins are proviogdhe custom backplane and the crate
number is determined by setting a switch on thé&jblaoe.

7.3 Crate control and infrastructure

There are three types of 9U crates in the L1Cakiesy. The PreProcessor uses VMEG4xP

crates with air-cooled power supplies mounted alibeecrate. The RODs use VMEG4x crates

with remote water-cooled power supplies mountethatrear of the rack. The CP and JEP use
the same basic crates, but with a custom 9U-higkfane (see secti.4). These crates also
have remote water-cooled power supplies at theafeidue rack. The custom backplane carries a
minimal implementation of the VMEbus protocol oglmdensity connectors.

In all crates, the control, configuration, and l@wvel monitoring carried out via the VMEbus
is managed by a Concurrent CPU. This is a 6U VMHEutein slot 1, and operates under Linux.
In the PreProcessor and ROD crates the first toits 81 the crate are provided with a card cage to
support the module. In the CP and JEP crates amtesdly passive, custom 9U adapter module,
called the VME Mount Module (VMM), is used to hdlte CPU at the front of the crate, and to
interface it mechanically and electrically to teduced VMEbus implementation.

. In many cases it is necessary to mount
various types of rear-transition modules behind
the backplane, and the mechanics for these
must provide support and some protection.
These modules include: small G-Link driver
cards to serialise the PPM readout data and
convert them for optical transmission, passive
cards to provide cable connectors between
crate-level and system-level CMMs, and S-Link
modules for the RODs to transmit the readout
and Rol data.

All PreProcessor and Processor crates
have a very large number of LVDS serial-
transmission links connected to their
backplanes. These relatively fragile cables and
connectors occupy a large volume in the crate,
coexisting with a number of optical fibres, rear-
transition modules, crate power-supply cables
and water-cooling pipes. Their weight is
supported by custom metal support structures.

Figure 31. Photograph of the rear of the JEPhe general situation is illustrated[in figurd 31.
showing LVDS cable links, cable supports, and
other infrastructure.
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8. Status

At the time of writing (late 2007—early 2008) thietiee calorimeter trigger system has been
installed in ATLAS. The trigger itself is being camssioned, and systematic testing and
calibration of input signals from the calorimetéssunderway using both cosmic-ray triggers
and the calorimeter calibration systems. L1Calo padicipated in a series of increasingly

demanding integration runs with the rest of thesckerr; these used cosmic-ray triggers from the
Tile Calorimeter, and more recently cosmic-ray gégs from L1Calo itself. Procedures for

operating L1Calo and monitoring the trigger perfanoe are evolving steadily. We expect the
trigger to be operating well by the time the LH@&rt up.
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