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Introduction

One of the important aspects of the data acquisition system for modern high-energy physics experiments is the online monitoring. The D0 Trigger/Data Acquisition (DAQ) system consists of three levels of trigger systems and a complex online data acquisition system. These elements (hardware and software) must be constantly monitored to insure successful data acquisition runs. The monitor program also acts as a performance-tuning tool during the commissioning of the detector and a diagnostic tool in case of problems in the system. Monitor information should be compared with the standards which are collected during normal runs. If there are significant deviations from the standards, a warning  should be sent to the shifter’s screen and to the alarm server. At the end of a run or a shift, Trigger/DAQ monitor should produce activity reports that can be printed out and filed away. 

The D0 Trigger/DAQ monitor program runs on the host online computer and collects information from the individual elements of the system via d0me client-server processes. The information such as buffer occupancy and trigger accept rate is displayed through python/Tkinter GUI modules. Progressively more detailed information can be displayed by a click of mouse. The program should also be able to produce a summary of activity of a given period. The software design fully utilizes modularity of modern object oriented programming technique. We will briefly discuss the D0 Trigger/DAQ system emphasizing the information needed to be monitored in the Section 2. Section 3 will describe the design of generic display classes. Section 4 discusses the page layout of display. Section 5 is devoted to details of communication methods. Section 5 contains implementation details of individual monitor elements. A summary is given in Section 6.

D0 Trigger/DAQ System

D0 Trigger system for Run II

Information from the first trigger stage, called Level-1 (L1), which includes scintillating counters, tracking detectors, and calorimeters will provide a deadtimeless, 4.2 s trigger decision with an accept rate of 10 kHz. The second stage, called Level-2 (L2), is comprised of hardware engines associated with specific detectors and a single global processor will test for correlation between L1 triggers. L2 will have an accept rate of 1 kHz at a maximum deadtime of 5% and require a 100 s decision time. The third and final stage, called Level-3 (L3), will reconstruct events in a farm of processors for a final instantaneous accept rate of 50 Hz.

The Level-1 Trigger Framework is programmed and controlled by the Trigger Control Computer (TCC). TCC is an Intel based PC running the Windows NT operating system. TCC communicates with the VME based trigger hardware using a Bit3 Bus adapter. The monitor data for L1 is collected at regular intervals (5 seconds) by reading hardware scalers in the L1 Trigger Framework.

The L1 triggers associated with each of the trigger detectors examine each event and report their findings or trigger terms to the L1 framework. Each front-end digitizing crate will include sufficient memory to retain data from 32 crossings. The L1 framework will support 128 unique L1 trigger bits. A series of field programmable gate arrays (FPGAs) will examine the list of terms collected from the L1 triggers to determine if a specific L1 bit has been satisfied. If so, the L1 framework issues an accept and the event data is digitized and moved from the pipeline into a series of 16 event buffers to await a L2 trigger decision. The L1 accept and L1 busy rates are two important factors for an effective running of the trigger system. These rates will be monitored using scalers.

The L2 trigger will reduce the 10 kHz accept event rate by roughly a factor of ten within 100 s using embedded processors. There are two distinct L2 stages. The first stage, or preprocessor stage, prepares data from each L1 trigger for use in the second or global processor stage. The global processor represents the first opportunity for the combination of L1 trigger objects from different detectors. A L2 framework, utilizing the same FPGA logic as the L1 framework will coordinate the operation of L2 and report trigger decisions to L3. The L2 accept and L2 busy rates as well as L2 buffer occupancy will be displayed in the main monitor page. The Level-2 crate contains processor modules (Administrator and Workers), Magic Bus Transceiver (MBT) for data input, VME Buffer Driver (VBD) for data output to Level-3, Multi-port Memory (MPM) card for an interface to the Trigger Control Computer, Serial Link Input Card (SLIC) used for preliminary formatting and cluster association of the data in several of the pre-processors, and Fiber Input Converter (FIC). There will be separate monitor pages for these modules. The information from a crate is tagged with an event number. This tag may be used to check synchronization of L2 crates.

The L3 system will have an input event rate of 1 kHz and a 50 Hz accept rate. The L3 system is characterized by parallel datapaths which transfer data from the front-end crates to a farm of processors. Each front-end crate generates one block of data per event. These data blocks move independently through the system and are recombined into single events at their assigned L3 processor node. The system makes its routing decisions based on information contained in the data block header, L2 trigger information, and pre-loaded routing tables. Data blocks from multiple events flow on the datapaths at the same time. Once a L2 accept has occurred, digitized data is loaded from the L3 transfer buffers onto one of 16 high speed data pathways by driver modules in VME front-end crates. The VME Receiver Collector (VRC) sends the data using low level Fiber Channel hardware to the L3 Farm Segment controllers (SC’s) for long-haul transmission between the D0 counting rooms. The Event Tag Generator (ETG), also notified at L2 accept, uses trigger bits to assign an event to a specific event class. A SC accepts the tag and assigns the event to a specific L3 node in the attached segment. As for the L1 and L2 triggers, L3 accept and L3 busy rates are displayed in the main monitor page. The performance of each individual devices is also monitored.

D0 Data Acquisition System for Run II

A set of Compaq/Digital AlphaServer UNIX servers are the host computers for database and the main data acquisition activities for Run II. The network backbone is a multi-port Gigabit and 100 Megabit Ethernet switch. Only UNIX host nodes and the link to the FCC are at full Gigabit speeds; other devices are connected at 100 or 10 Megabits. Performance of these network devices should be constantly  monitored.

Commodity PCs with Windows NT will be used for Control Room operations,  typically  running GUI client applications which communicate with external servers. Configuration and Run Control application, COOR, is responsible for establishing and managing the configuration of the detector, trigger systems, and data taking run status.

The Collector/ Router application program accepts data events from the Level-3 filter nodes. There are multiple possible instances of the Collector/Router, so as to provide parallel data paths supplying a higher aggregate bandwidth. Data events are passed on to the appropriate Data Logger and to one or more instances of the Data Distributor,

The Data Logger assembles events into files on disk. The Data Logger manages multiple data streams and builds multiple simultaneous data files. The Data Logger is responsible for synchronizing data file creation with database entries associated with accelerator luminosity recording.

Once complete data files are assembled by the Data Logger(s), they are transmitted over the network to the FCC for logging to serial media. Data files at the FCC are managed as a part of the Reconstruction Input Pipeline (RIP) project.

The Data Distributor receives events from Collector/Router and sends them to consumer applications such as EXAMINE. The Data Distributor will have a mechanism to return the information for all of the queues currently allocated. This information includes parameters which state the maximum depth of the queue, if events on the queue can be allocated to be over-written, which connection the queue is maintained for, the number of events that are currently requested for sending, a list of statistics for each trigger and stream ID accepted by the queue, and a flag to indicate that the queue is still considered active. The queue memory potential usage can be also tracked.

Class Design

There will be several display classes for different types of information.

Formatted Text Dump 

Formatted text dump will be used to display character strings such as error messages.

Scaler

Scalers will be used to display reading from trigger scalers and rates in various DAQ sub-processes. There will be options for start, stop and reset for individual scalers.

Expanding Box

Expanding box will be used to display occupancy of various buffers and queus.

Pie Chart

Pie charts will be used to display fractional state occupancy.

Histogram

Level-2 buffer occupancy can be displayed as a histogram on scale of number of buffers.

Logic Analyzer

Bitmask

Page Design

The following page designs are considered for arranging the display information. A page is automatically configured from a configuration file which relates data objects and display objects.

Pull-down Menu

Pull-down menu may be used to select an action, such as start, stop, pause, reset, and printout.

Folder Tab

Folder tabs are useful for switching display pages without increasing the number of pages.

Process Communication

The communication between processes is performed using d0me client-server applications. The d0me package is based on ACE which is a machine-independent communication package. There are restrictions on the format of data that can be transferred from the client processes due to time constraint available for the process. Also d0me can transfer only string messages and opaque (binary) messages. There is a module in python (pickle and unpickle) that converts a class object into a packed ascii data and vice versa. Since the amount of data that are exchanged between client and server is not small, usage of classes and pickle-unpickle python module is prefered. This necessitates that all of the clients and server are python processes. COOR and Alarm Server programs also use d0me for communication and significant amount of code can be shared with these programs. When the Trigger/DAQ Monitor program starts up, it waits for connection requests from individual elements. Once a connection is established, each element will send monitor information to Trigger/DAQ Monitor along with the identifiers of the element. If a connection request from a particular element is not received in the predetermined time period, an alarm signal is sent to the Alarm Server. Statistical information accumulated in the Monitor can be reset at the beginning of a run.

Implementation

Level-1/Level-2 Trigger Monitors

There are five Level-2 pre-processor crates for individual detector systems; calorimeter, central muon detector, forward muon detector, preshower detectors, and central tracker. In addition, we are planning to have Silicon Tracking Trigger that requires six Level-2 crates. There is a Level-2 global processor crate that combines information from the preprocessors. In total, there are 12 crates to monitor.

There are three classes of information in this monitor: (1) always transferred, (2) query only (e.g. circular buffers) and (3) variable (e.g. error messages).
Level-1/Level-2 hardware framework:  Occupancies of seventeen Level-2 buffers are monitored as histograms on scale of 0 to 16. The following signals are counted by scalers: beam crossing, L1 accepts, L2 accepts, L1 busy, and L2 busy.

Level-2 trigger crate contains several modules: one Administrator, five Workers, MBT, FIC, and SLIC. The status of each module is monitored.

Administrator (hardware):  Buffer occupancy is monitored using the following histograms: allocated occupancy, processing occupancy, wait L2 answer occupancy, wait L3 readout occupancy. The state of the node is monitored using scalers for the following numbers of events: wait event, processing, reply worker, L2 answer, manage L3 readout, and collecting status. The numbers of interrupt, VME bus busy, and Magic bus busy are also counted. A pie chart of fractional state occupancy is displayed.

Administrator (software): 

Worker (hardware):  The state of Worker is monitored using scalers for the following numbers of events: wait event, processing, wait administrator reply, writing output, and collecting status. A pie chart of fractional state occupancy is also displayed. The number of interrupt is also counted.

Worker (software): 

MBT:  Mean occupancies of 17 buffers based on histograms on scale of 0 to 16 are displayed. A histogram for each channel may be displayed with a click of mouse.

SLIC:

FIC:  Mean occupancies of 5 buffers from histograms on scale of 0 to 16 are displayed. 

Level-3 Monitor

Monitor information is made available to the outside world via Level-3 server computer.

Collectors:   Through-put information is provided along with re-circulation counters and FIFO status. Counters for error conditions, like data blocks that fail checksums on a per cable basis, will also available.

Segment Controllers:  Information on data through-put, node usage, FIFO status, and error conditions are available.

Event Tag Generator:  Information on event assignment, and how many events are waiting to be assigned.

DAQ Monitor

DAQ Monitor covers the following systems; Data Collector/Router, Data Distributor, Data Logger, and RIP at Feynmann Center and communication between them.

Summary Printout

At the end of a run or a shift, the personnel in charge of Trigger/DAQ Monitor should be able to produce summary printouts by a click of mouse. This summary may be sent to a printer for record or may be viewed by a Web browser for checking.

Summary



















