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1. Nuclear Fragmentation in a Three-Step Model

Multi-fragmentation reactions, in particular proton-induced multi-fragmentation re-
actions, can be thought of as three step processes. In the �rst step excitation energy
is deposited and pre-equilibrium particles are emitted. In the second step the pro-
cess of nuclear fragmentation takes place. Analysis of kinetic energy spectra of
the fragments suggests that this process takes place at densities between roughly
one-half and one-third of nuclear matter density. And in the �nal step, the excited
pre-fragments decay via standard sequential decay channels into the fragments that
can be observed in the detector.

From a many-body physics point of view the most interesting step is number
two. However, step three modi�es the fragment yields signi�cantly and cannot be
neglected. And extreme care has to be applied to ensure that the deposition of
excitation energy is correct so that the proper set of event classes is used for step
two.

1.1. Step Three: Sequential Decay

For step three, the sequential decay, we use a computer code recently developed by
us to investigate radioactive isotope yields in RIB facilities [2]. Eight decay modes
were considered: proton, neutron, deuteron, dineutron, diproton, t, 3He and �.
The decay weights were chosen according to Weisskopf arguments. For nuclei up
to Nitrogen experimentally available values were used. Decays were calculated for
all levels in all nuclei, beginning with the heaviest nuclei. For the decay of each
level, the decay rate was calculated into every possible level energetically accessible
through the eight decay modes listed previously. The weight associated with the
decaying nucleus was then apportioned into all the states in proportion to the rates
for the decay into such states. The weights were also simultaneously added into
the ground states of the eight nuclei representing the eight decay modes. Thus, the
decaying process exactly preserved the initial N and Z of the original system.

1.2. Step Two: Percolation

The percolation model has been used extensively to study multi-fragmentation
events [3{6]. In the variant favored by us the nucleons are represented by lat-
tice sites, which are connected to their nearest neighbors via bonds. Expansion and
thermal excitation causes the bonds to rupture, and the source to partition into
fragments. The process of nearest-neighbor bond rupture is quite distinct from one
based on a mean-�eld description or a statistical model description. Ultimately,
this distinction �nds its expression in the universality class (i.e. the set of critical
exponents) of the phase transition, and experiments have to point the way for us
to decide which model scenario is the correct one.

Here we use an approximately spherical source of a size determined by the initial
pre-equilibrium emission (to be discussed in the following subsection). Transport



Critical Exponents 3

theory simulations of the energy deposition in proton-induced reactions support this
choice of geometry [7]. For symmetric heavy ion collisions, however, this scenario
may not necessarily be appropriate, and non-spherical, perhaps even non-compact
[8] geometries have to be explored.

1.3. Step One: Energy Deposition
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Fig. 1. Distribution of events as a function of deposited thermal excitation
energy in the residue for the ISiS data (E900 experiment), p+ Au at 10.2 GeV.
The small inset shows the distribution of events as a function of total emitted
pre-equilibrium charge. A total of 1.5�106 events were obtained.

The percolation model of step two needs only two pieces of input, the size of
the lattice and the probability with which the bonds are broken. For the size of the
lattice, we use the charge of the residue after pre-equilibrium particle emission.f

The breaking probability, pb, can be determined from the energy deposited in
the system via [6]

pb(E
�) = 1� 2p
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where we utilized the generalized incomplete Gamma function �(x; z0; z1), B is the
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binding energy per nucleon in the residue, T is the residue temperature, and E� is
the excitation energy per nucleon of the residue. The above formula represents a
generalization of the well-know Coniglio-Klein relation [9]

pCK = 1� exp(�E=2T ) (2)

where E is the nearest-neighbor interaction energy. Thus there is a close connection
between the percolation theory and lattice gas models.

One can perform model calculations with cascade or transport programs in
order to determine the energy deposition that serves as the input for the above
procedure, as in [5]. Here, however, we remove the additional model dependence
inherent in those energy deposition calculations and utilize, on an event-by-event
basis, the energy deposition and residue size as determined by the experiment.

In �gure 1 we show the experimentally determined distribution of the number
of events, N , as a function of the excitation energy per nucleon of the residue.
The smaller inset shows the distribution of events as a function of total emitted
pre-equilibrium charge. In each event, the residue charge is then 79 minus the
pre-equilibrium charge.

2. Inclusive Charge Yields

While the ISiS data set contains essentially complete events, it is still subject to the
usual problems associated with multi-particle detector systems, such as energy cuts,
gaps between the active areas of the detector elements, loss of charge- and mass-
resolution for heavier fragments, and fragments that escape detection by remaining
stuck in the target frame or traveling down the (typically forward section of the)
beam pipe. For the quantitative study we attempt here, these e�ects cannot be
neglected. We have thus created extensive �lter software to make sure the detector
acceptance e�ects can be accounted for.

Fig. 2 shows the comparison of our calculations with the experimental data.
The data points with the (very small) error bars represent the results of the ex-
perimental charge yields. The discontinuity at charge Z = 17 is due to the fact
that only charges up to that value could be resolved elementally by the detector.
All larger masses come from the (undetected) missing charge. The thick histogram
is the result of our model calculations, as described in the previous section. Fil-
tering our model calculations through the detector acceptance software yields the
thin histogram. It is in essentially perfect agreement with the data. The discrep-
ancy between the two histograms thus gives a good understanding of the degree to
which the raw experimental data are contaminated by detector acceptance e�ects.
For example, one can clearly see that the assumption that all undetected charges
reside in one large fragment is not entirely unreasonable, but fails to reproduce the
precise features of the charge yield spectrum in detail. It is at large E* where our
assumption that the missing charge is a single fragment is most likely to be in error.
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Fig. 2. Inclusive charge yield spectra for the reaction p + Au at 10.2 GeV.
The round plot symbols represent the ISiS data, and the thick histogram is the
result of the corresponding percolation model calculation. The thin histogram
represents the output of passing the output of the calculation through the detector
acceptance �lter.

3. Moment Analysis

In previous studies [5] we have compared the event-by-event moments of the charge
yield spectrum, binned by total charged particle multiplicity, as calculated from our
model and as extracted from the experimental data of the EoS collaboration [10]
and found outstanding agreement. This was interpreted as conclusive evidence for
the presence of a second-order phase transition in a sub-class of the experimental
data set.

The second moment of the cluster size distribution, ns(p) (= number of clusters
of size s in an event with control parameter value p), is de�ned as

M2(p) =
X
s

s2 ns(p) / jp� pcj� (3)

where in the second step we have used a result from the theory of critical phenomena,
thus relating the divergence of the second moment to the critical exponent . In
systems with extreme �nite size modi�cations, we cannot expect a divergence. It
is even dangerous to �t any part of the M2 curve as a function of the control
parameter (temperature, or otherwise) with a power-law { as shown in [5]. However,
what is useful is a comparison between the experimental values of M2 as a function
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Fig. 3. Second moment of the charge yield distribution as a function of the
charged particle multiplicity for the reaction p+Au at 10.2 GeV. Plot symbols:
ISiS data, thick histogram: percolation model calculation, thin histogram: �l-
tered calculation. The upper curves represent the case in which all fragments are
allowed in the summation, and the lower curves show the result of the exclusion
of the largest fragment in each individual event.

of the total charges particle multiplicity, m, with those obtained from a model
that possesses both, the �nite size corrections and a well-de�ned phase transition
in the in�nite-size limit. This is done in Fig. 3. One, can clearly see that the
�ltered calculations are quite close to the experimental data. The agreement is not
perfect, partially a consequence of the assumption that all non-detected charge is
accumulated in the largest fragment (as discussed in the previous section).

4. Setting Bounds on the Values of the Critical Exponents

From analytical solutions and numerical results, it can be inferred that in percola-
tion theory, for the control parameter p assuming values close to the critical value
pc, the cluster numbers behave as follows:

ns(p) = s�� f [(p� pc)s
�] (for p � pc) (4)

The scaling function f has the property f(0) = 1 and accounts for the fact
that a power law dependence is only correct in the case of p = pc. This must be
the case because for p < pc no system spanning cluster exists and therefore ns(p)
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has to decay faster than a power law for high s. f(z) has the general form that it
approaches a constant value for jzj � 1 and decays quickly for jzj � 1.

Implicitly introduced by equation 4 are two critical exponents of percolation
theory: � and � . With the de�nition s� = (p � pc)

�1=�, we can rewrite equation 4
as:

ns(p) = s��f

��
s

s�

���
(5)

This leads to the interpretation of s� as a crossover size for the cluster sizes from
power law abundance for s� s� to exponentially rare clusters of size s� s� .

In the case of the Bethe lattice, we can give explicit terms for the scaling
behavior of the cluster numbers:

ns(p) / s�5=2 exp[�((p� pc)s
1=2)2] (6)

We can immediately see the values of the critical exponents, � = 1=2, � = 5=2 and
the form of the scaling function: f(z) = exp(z2). f obviously shows the asymptotic
behavior mentioned before.
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Fig. 4. Scaled particle yields for the Z = 3, 4, 5, and 6 fragments as a function of
the scaled control parameter. The left-hand side shows the result of the correct
inclusion of secondary decay corrections, and the right hand side shows the best
�t possible when omitting these corrections.

Another special case of the general equation 4 is the scaling implied by the
Fisher droplet model [11],

hnAi = hNA

A0

i = q0A
�� exp

�
A��

T
� c0�A

�

T

�
(7)

One can see from this equation that when one divides both sides by the power-
law term and takes the logarithm, one should expect a straight line when plotting



8 W. Bauer et al.

log(hnZi=q0Z�� vs. �Z� in the vicinity of the critical point, where this scaling
behavior holds. In addition, the straight line should have the property of f(0) = 1.
This is what Elliott et all. [12] have done recently for the EoS data as well as for
the ISiS data.

However, a crucial step that was omitted in the previous work on scaling anal-
ysis is the correction for sequential decays, feeding, population of particle unstable
resonances, and all other �nal state modi�cations of the charge yield spectrum. In
addition, all detector acceptance corrections were neglected. We have paid partic-
ular attention to these e�ects in the work presented here.

How does one estimate the corrections for sequential decay on the data? There
is, of course, no completely model-independent way to do this. We start with
our model calculations presented in the previous section. These calculations can
reproduce almost all features of the data and in particular the charge yield spectrum,
after detector acceptance and �nal state interaction corrections. Since we know the
model yields before and after the corrections, we can extract the charge-resolved
correction factors. These factors are then applied to the experimental data. After
that correction, we can then attempt to �nd a parameter set,�, � , and Tc that
results in a collapse of all data onto a single line in the scaling analysis of the log
of the scaled yield, hnAi=q0A�� , as a function of the scaled order parameter, �A�,
where � = (Tc � T )=T . The result of this �2 optimization procedure is shown in
the left-hand-side of Fig. 4. The values for the critical parameters extracted in this
way are � = 0:5� 0:1, � = 2:35� 0:05, and Tc = 8:3� 0:2 MeV. The contours of
the (�; � )-�2 �t are shown in Fig. 5 for Tc = 8:3 MeV.
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Fig. 5. �2 optimization contours for the corrected ISiS data. A value of Tc = 8:3
MeV was used.

If one neglects the corrections for detector acceptance and sequential decays,
then there is no way that the yields for di�erent charges can be collapsed onto a
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single scaling graph. On the right-hand-side of Fig. 4 we show the best �t result of
the �2 optimization for that case. It is obvious that the collapse cannot be achieved.

5. Conclusions

We have presented a three-step model for nuclear fragmentation reactions. In order
to focus on the phase transition aspects, we have elected to utilize the information
on source size and excitation energy deposition provided by the experiment. For
the fragmentation part of the model we use the well-known percolation approach.
Particular attention is focussed on the e�ects of detector acceptance and sequential
decays. We �nd that we can generate excellent agreement with the data. Since the
model contains the assumption of a continuous phase transition for a certain range
of excitation energies that is covered by a subset of the events in the present data
set, we interpret this agreement as strong indirect evidence for a continuous phase
transition.

Additional evidence for this interpretation emerges from a scaling analysis, care-
fully conducted to correct for the e�ects of sequential decay and detector resolution.
We �nd that the data show very good scaling behavior, as expected in the vicin-
ity of the critical point. The critical parameters extracted from a �2 optimization
procedure have the values � = 0:5� 0:1, � = 2:35� 0:05, and Tc = 8:3� 0:2 MeV.
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