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Element distributions and fragment multiplicity distributions have been measured for E / A =50'MeV; )
129Xe+12C, AL 3V, "Cu, ¥Y, and "“’Au reactions using a low threshold 4 detector. Both distribu-
tions show a strong correlation with the detected charged particle multiplicity and a large degree of tar-
get independence. The measured distributions are compared with hybrid model calculations which in-
corporate important dynamical aspects in both the preequilibrium and statistical emission phases. Re-
sults of these calculations are in reasonable agreement with the data. However, uncertainties with re-
gard to the compressibility of nuclear matter remain due to uncertainties in the coupling of the two mod-

els.

PACS number(s): 25.70.Pq

I. INTRODUCTION

Multifragment disintegrations of highly excited nuclear
systems have recently been studied using a new genera-
tion of electronic detectors [1-8]. A number of theoreti-
cal investigations indicate that this process may become a
dominant decay mode of nuclear systems at moderate
temperature (T'=10 MeV). These models predict frag-
ment formation to occur as a result of volume instabilities
at reduced nuclear density (p=0.5py) [9~19] or surface
instabilities of the Rayleigh-Taylor variety [20,21]. The
former models include those based upon the assumption
that nuclear systems undergo a rapid disassembly in the
region of spinodal instability in the liquid-gas phase dia-
gram of nuclear matter [9-16]. Multifragment decay
probabilities for rapid breakup at low density also have
been calculated by using canonical or microcanonical sta-
tistical approximations [17-19]). As an alternative to
these completely static equilibrium calculations, another
class of statistical models take a rate equation approach
in calculating fragment emission [22-29]. The rate equa-
tion model of Ref. [29] also incorporates a schematic
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description of expansion dynamics wherein a hot source
can undergo isotropic expansion while emitting light par-
ticles and intermediate mass fragments (IMF’s). We refer
to this model as the expanding-emitting-source model
(EES).

Statistical models stipulate the attainment of an equili-
brated system as an initial condition, without addressing
the question whether such an assumption is consistent
with the dynamical evolution of the early stage of the re-

" action. A number of inclusive investigations have shown

that a significant portion of the emitted fragments must
be attributed to processes in which complete equilibrium
of the composite system has not been attained [30-34].
Hence the neglect of nonequilibrium emission in the early
stages of the reaction by the present statistical ap-
proaches may be unjustified.

Molecular-dynamics transport models [35,36] have
been developed specifically to describe the nonequilibri-
um aspects of nuclear collisions. However, recent com-
parisons with data indicate that the fragment multiplici-
ties calculated with these models are much smaller than
those observed experimentally [5,6,37]. This failure of
the molecular-dynamics models is not presently under-

--- stood and is currently the subject of intense theoretical

research. Despite their neglect of nonequilibrium dynam-
ics, statistical calculations of the decay of expanding
compound nuclei have been much more successful than
the molecular-dynamics models in reproducing the ratio
of light charged particles to IMF’s [5,6] and the observed
charge distributions [8,37].

The IMF multiplicities predicted by the EES model are
sensitive to the minimum density attained by the decay-
ing systems [5,6]. Smaller densities lead to enhanced
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IMF emission rates. The minimum density attained in
the model depends upon the initial radial kinetic energy
when the system begins to expand from p=p,, as well as
on the nuclear compressibility [6] and the thermal pres-
sure. This initial radial kinetic energy of the composite
system is strongly influenced by the compression-
decompression dynamics in the initial stages of the reac-
tion, which, in turn, should depend upon the mass ratio
of the projectile and target. For asymmetric systems
such as 'PXe-+?’Al, compressional effects and radial ex-
pansion velocities should be small; for more symmetric
systems such as *Xe+'97Au, an initial compression
phase may be followed by a rapid expansion phase.

In order to investigate such mass-dependent effects, we
have measured multifragment production in !*Xe-
induced reactions on '2C, ?’Al, 3!V, "'Cuy, Y, and "’Au
targets at E/A =50 MeV. By studying different
projectile-target combinations at fixed relative velocity,
one may hope to explore how fragment formation is
influenced by differing amounts of compression and sub-
sequent expansion. To compare with theoretical predic-
tions, we have chosen to focus on central collisions. By
these means, we expect to select events with a maximum
degree of equilibration [38], for which comparisons with
statistical models of fragment emission should be most
appropriate, and to reduce uncertainties associated with
the effects of angular momentum.

Measured fragment multiplicities have been previously
compared with predictions of the EES model [5,6]. In
these works a range of values for the initial thermal ener-
gy, kinetic energy of radial expansion, and source size
were selected. The extent to which these selected values
are compatible with our best understanding of the early
nonequilibrium stages of these reactions is not clear. We
now attempt to obtain specific input parameters for the
EES model from solutions of the Boltzmann-Uehling-
Uhlenbeck (BUU) transport equation [39]. Such a hybrid
calculation permits the treatment of compression and en-
ergy deposition by the BUU equation in the initial phase
of the reaction and the treatment of fragment formation
by the EES model in the expansion phase.

Previous hybrid calculations [40-42] have involved
sharp discontinuities between the dynamical preequilibri-
um stage and the completely static equilibrium decay
stage. Dynamical models typically indicate that decaying
systems undergo a rapid expansion, and aspects of this
expansion dynamics should also be considered in the later
stages of the reaction. By coupling a transport model
(BUU) with a statistical decay model which also incorpo-
rates dynamics (EES), essential features of the expansion
dynamics from the preequilibrium phase can be retained.

We will compare our experimental results with a hy-
brid calculation which employs independent models best
suited to different phases of the reaction. In this compar-
ison we assess the sensitivity of the final results to the un-
certainties inherent in the matching of the models. Since
compressibility in both the initial and final stages of the
reaction is assumed to influence the production of IMF’s,
we attempt to evaluate the extent to which the current
data can be used to constrain this important theoretical
parameter.
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This paper is organized as follows: The experimental
details are given in Sec. II; the experimental results are
presented in Sec. III; in Sec. IV, the models are present-
ed, the coupling of the models is discussed, and compar-
isons with the data are shown; a summary of the results is
given in Sec. V.

II. EXPERIMENTAL DETAILS

The experiment was performed using the K1200 Cyclo-
tron of the National Superconducting Cyclotron Labora-
tory at Michigan State University. A '2’Xe beam of ener-
gy E/ A =49.8 MeV and intensity ~ 107 particles/s im-
?inged upon targets of '2C, ¥Al, *'v, "™'Cy, ¥Y, and

9Au, with thicknesses of 1.1, 2.0, 1.9, 2.3, 1.0, and 1.0
mg/cm?, respectively. The beam was delivered to the 92
in. scattering chamber with a typical beam spot diameter
of 2—3 mm.

Light charged particles and fragments of Z =1-20
emitted at laboratory angles of 16°—160° were detected
using the MSU Miniball {43]. As configured for this ex-
periment, the Miniball consisted of 171 fast plastic (40
pm)—-CsI(2 cm) phoswich detectors, with a solid angle
coverage of approximately 87% of 4. Identification
thresholds for Z =3, 10, and 18 fragments were ~2, 3,
and 4 MeV/nucleon, respectively. Less energetic charged
particles with energies of >1 MeV/nucleon were detect-
ed in the fast plastic scintillator foils, but not identified by
Z value. Isotopic identification was achieved for hydro-
gen and Thelium isotopes with energies <75
MeV/nucleon. Energy calibrations were performed using
elastically scattered °C beams at forward angles and by
using the hydrogen punchthrough points of the more
backward detectors to normalize to existing calibration
data [44]. The energy calibrations are estimated to be ac-
curate to about 5% at angles <31° and to about 10% for
the more backward angles.

At very forward angles 2°-16°, fragments of charge
Z =1-54 were detected with high resolution using a 16-
element Si(300 pum)-Si(Li}(5 mm)-plastic(7.6 cm) array
[45] with a geometrical efficiency of ~64%. Where
counting statistics allowed, individual atomic numbers
were resolved for Z =1-54. Representative detection
thresholds for fragments of Z =2, 8, 20, and 54 frag-
ments were approximately 6, 13, 21, and 27
MeV/nucleon. Energy calibrations were obtained by
directing 18 different beams ranging from Z =1 to 54
into each of the 16 detector elements [46]. The energy
calibration of each of these detectors is accurate to better
than 1%, and position resolutions of =1.5 mm are ob-
tained.

The complete detector system subtended angles from 2°
to 160° with respect to the beam axis and had a geometric
acceptance of >88% of 4w. As a precaution against
secondary electrons, detectors at angles > 100° were
covered with Pb-Sn foils of thickness 5.05 mg/cm? (this
somewhat increased the detection thresholds for these
detectors). Both the Miniball and the forward array were
cooled and temperature stabilized. Gain drifts of the
Miniball photomultiplier tubes were monitored with a
light pulser system, and corrections were applied off-line.
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Data were taken under two trigger conditions: At least
two Miniball elements triggered or at least one intermedi-
ate mass fragment (IMF: Z 2 3) was observed in the for-
ward array. Further details about the electronics and
data-acquisition systems are given in Ref. [43]. Because
of the low beam intensity, random coincidences between
detectors were negligible.

III. EXPERIMENTAL RESULTS

Probability distributions of the measured total charged
particle multiplicity N, are shown in Fig. 1 for the
E/A =50 MeV PXe+12C, Y41, 5V, ™'Cy, ¥Y, and
197Au systems. Each of the distributions shows a similar
qualitative trend: a peak at very small values of N, fol-
lowed by a broad flat region at intermediate multiplicity,
and finally a smooth falloff at the largest values of N,.
The multiplicity distributions extend to progressively
larger values as the target mass, and hence total center-
of-mass (c.m.) energy, increases. Assuming that total
multiplicity scales monotonically with impact parameter,
we include at the top of each panel a rough estimate of
the impact parameter scale b/b_, using the geometric
prescription of Ref. [47]:
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where b,,,, is the impact parameter corresponding to the
most peripheral collisions detected.
The two-dimensional relationships between N, and the
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FIG. 1. Probability distributions of charged particle multipli-
city, P(N,), measured for the E/A=50 MeV ®Xe+"Au,
89y, m2tCy, 51V, 27Al, and '>C reactions. The panels are labeled
by target. For orientation, rough estimates of the impact pa-
rameter scales calculated using Eq. (1) [47] are shown.
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intermediate mass fragment multiplicity Ny are shown
in Fig. 2. For each projectile-target combination, the
average fragment multiplicity increases with increasing
charged particle multiplicity. Larger fragment multipli-
cities are observed for the heavier targets, for which a
larger c.m. energy is available and for which the charged
particle multiplicity distributions extend to greater
values.

Figure 3 shows IMF multiplicity distributions gated on
different values of N,. As reported previously [5], the
average fragment multiplicity for the most violent
129X e+ 1%7Au collisions reaches a value > 6. This is the
largest average fragment multiplicity yet observed in a
nuclear reaction. Such large IMF multiplicities have not
been observed even at very high bombarding energies of
several hundred MeV per nucleon [1,4].

We can investigate the relationship between the total
charged particle multiplicity and the intermediate mass
fragment multiplicity more quantitatively by evaluating
the mean values { Npyp) and the variances ofyg of the
intermediate mass fragment multiplicity distributions as a
function of charged particle multiplicity. The relation-
ships between (Npyr) and N, for the six systems are
shown in Fig. 4. Over a broad range of charged particle
multiplicity, the relation between { Ny ) and N, is near-
ly independent of the system. Correlations between the
fragment multiplicity and other experimental observables
which have been related to the impact parameter have
also been shown to be insensitive to the target nucleus in
heavy-ion reactions at both intermediate [3] and high
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FIG. 2. Logarithmic contour plots showing the measured re-
lationship between total charged particle multiplicity and IMF
multiplicity for E/ 4 =50 MeV ®Xe+97Aun, ¥Y, "*Cuy, *'V,
27A1, and 'C reactions. The panels are labeled by target. Each
succeeding contour corresponds to a factor of 6 increase in
yield.
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FIG. 3. Probability distributions of intermediate mass frag-
ment multiplicity, P(Nyur), measured for the E/ A4 =50 MeV
129% 6 - 1977, 3%, ™'Cy, 'V, 77Al, and '2C reactions for several
gates on total charged particle multiplicity N.. The panels are
labeled by target. The different symbols represent the indicated
multiplicity gates. The solid and dashed lines guide the eye
through the data points.

bombarding energy [7]. Deviations from the global
dependence of { Njyp) on N, are found only in the tails
of the charged particle multiplicity distributions. In gen-
eral, the charged particle multiplicity should be strongly
correlated with energy deposition, and a unique depen-
dence on N, indicates a unique sensitivity to energy depo-
sition. In the tails of the N, distributions, deviations
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FIG. 4. Average IMF multiplicity { Npyp) measured for a
given total charged particle multiplicity N, for E/ A =50 MeV
Xe+1"Au, ¥Y, "™Cu, 'V, ¥Al, and "C reactions. The
different symbols represent the indicated targets.
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must be expected, since here variations in N, represent
fluctuations in the charged particle multiplicity and not
changes in energy deposition. '

The variances of the fragment multiplicity distribu-
tions as a function of total charged particle multiplicity
are plotted in the top panel of Fig. 5. The variances be-
come larger as the total charged particle multiplicity in-
creases. Once again, a large degree of target indepen-

‘dence is observed. In the bottom panel of Fig. 5, the ra-

tios of the variances to the centroids are plotted. These
ratios are nearly equal to 1 for small values of NV, and de-
crease with increasing charged particle multiplicity.
Since the ratios are less than 1, the distributions are nar-
rower than Poisson distributions.

Figure 6 shows charge distributions gated on different
values of N,. For gates on small values of N, the charge
distributions are very steep, and large yields of projectile-
like fragments with Z > 40 are observed in the Si array at
forward angles. With increasing charged particle multi-
plicity, the charge distributions become progressively less
steep, and the heavy-fragment peak shifts to smaller Z
and becomes smaller in magnitude. Virtually no frag-
ments of Z >25 are observed for charged particle multi-
plicities N, =25, and the charge distributions become in-
dependent of the total charged particle multiplicity for
N_>20. )

In order to compare the decay properties of the six sys-
tems quantitatively, we have fitted the charge distribu-
tions over the range of 3<Z <10 with an exponential
function Y(Z)= Ae %%, The extracted parameters «,
shown as a function of N, in Fig. 7, are nearly indepen-
dent of target mass. The fitting parameters depend main-
ly on the measured charged particle multiplicity. As with
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FIG. 5. Second moments of the IMF multiplicity distribu-
tions (top panel) and the ratio of the second to first moments of
the IMF multiplicity distributions (bottom panel) for E /4 =50
MeV PXe+197Au, ¥Y, 2tCuy, 5V, 27A1, and '2C reactions. The
different symbols represent the indicated targets.



1838

0! T T .A. v f‘N‘ LR ]X?Y T INY —r
E m =Au c E = e
100 ;_‘i’ o z-8 c o 2-8
101 %—
1072 |-
- t
10! X=C N, X=v N,
E =Cu a £ =
o _[? 0 2-8 -'# DR:B
- 10 o mg-18 F ™ 9-18
Q) E ?" - o124 \é& 0 17-24
D=4 1071 h ® 225
102 § L tt{
3 © ..‘Padﬂlé
! FL — z—lLt 1 -
10
E@ X=Al Ne ?“q
100 _r| O 2-8 ;_
Eo mog-18 E! N 29
1 F o 217 F
R T
2 F m% o
10—2 = N - @...w’..l"'
- oF Bdﬁ
10_3 . quaq Lx 11 L LIELI f T} J R
0 20 40 0 20 40
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several gates on total charged particle multiplicity N,. The
panels are labeled by target. The different symbols represent the
indicated multiplicity gates. The solid and dashed lines guide
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the { Npyg ) to N, ratios described above, only in the tails
of the charged particle multiplicity distributions do the
extracted parameters vary from the general trend.

The measured multiplicity and charge distributions
presented in Figs. 1-7 are sensitive to the acceptance of
the experimental apparatus. While it is impossible to
determine all experimental biases completely, the hybrid
model calculations described in Sec. IV have been used to
investigate how the response of the apparatus influences
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FIG. 7. Parameters of exponential (e ~*%) fits to the mea-
sured charge distributions (Z =3-10) for the E/A4=50 MeV
129% e+ 197Ay, ¥Y, "tCu, 'V, 27Al, and '2C reactions as a func-
tion of total charged particle multiplicity N,. The different
symbols represent the indicated targets.
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the measurements. Because of the large momentum of

~=- the 12°Xe projectile, the model calculations indicate that

the energy thresholds of the apparatus have a negligible
effect on the measured distributions. The incomplete ac-
ceptance is due mainly to an incomplete solid angle cov-
erage, and deviations in acceptance exist because of a
varying coverage as a function of scattering angle. The Si
detector array, which is situated at laboratory angles of
2°-16°, has a significantly smaller geometric acceptance
than does the Miniball, which covers larger angles.
Hence reaction products which are forward focused have
smaller detection efficiencies than products which are dis-
tributed more isotropically.

Model calculations for central collisions give charged
particle detection efficiencies that vary only slightly from
~75% for the »Xe-+'""Au system to ~70% for the
129%e+27Al system. However, because of the large c.m.
velocity in the PXe+?7Al reaction, the emitted frag-
ments become much more forward focused with increas-
ing charge. Calculations for this reaction indicate that
the detection efficiencies decrease from ~70% for Z =3
fragments to ~60% for Z =10 fragments.

Applying such an efficiency correction decreases the
extracted a parameters by ~5% in Fig. 7, but does not
change the conclusions drawn from the plot. Fragments
with Z >10 could be expected to have even smaller
detection efficiencies in the asymmetric reactions; howev-
er, these fragments do not contribute significantly to the
measured multiplicities and hence will not affect the tar-
get systematics shown in Figs. 2-5.

In Fig. 8 the experimental energy distributions (solid
circles) for C fragments emitted in the ¥Xe-+!"7Au reac-
tion are plotted for scattering angles from 11.4° to 90°.
These distributions are gated on central collisions
(b <0.3b,,,,) in order to select events in which there is a
maximum degree of equilibration. The spectra at for-
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FIG. 8. Energy distributions of carbon fragments emitted in
E/A4=50 MeV ®Xe+"Au collisions for a central impact pa-
rameter gate (N, =33, b <0.3b,,,). The solid circles corre-
spond to the experimental data at the indicated scattering an-
gles. The solid lines show distributions predicted by the source
fit described in the text, The dashed lines show predictions.of
the hybrid model.
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ward angles <35.5° have high-energy tails which extend
to energies far beyond the beam energy per nucleon (600
MeV). The distributions for scattering angles <72.5°
show very broad maxima. The corresponding angular
distribution for Z =6 fragments in the same reaction is
shown in Fig. 9. The measured differential cross sections
decrease nearly exponentially between 4° and 150°.

Previous inclusive studies in this energy regime have
indicated that a large fraction of the IMF’s are emitted in
nonequilibrium process [30-34]. However, in these in-
vestigations a selection on the violence of the collision
was impossible. To investigate quantitatively the degree
to which a single equilibrated source can reproduce the
multiplicity-gated energy spectra, we have performed a
simple moving source fit to the measured distributions.
The parametrization assumes volume emission from a
single moving source:

aN(E,6) _ | EEem —Vc) l/ze—wc.meA/T 2
dEdQ ° E;m. ’
where ‘
E. . =E+Ey—2(EE;)"?cosf 3)

and E; is the laboratory energy of a fragment at rest in
the moving frame, E,=mv3/2. In this parametrization
the Coulomb barrier V. moves along with the source.
Systems which decay from an extended nuclear volume,
or undergo a significant amount of sequential decay, can
be emitted with a range of Coulomb barriers. To allow
for these effects, we have provided for a Gaussian smear-
ing of the Coulomb barrier parameter V:

P(Vc)=(2ma}) ™ 2expl —(Vo—Vy ) /207] . )

The velocity of the moving frame was fixed at a value
equal to the center-of-mass velocity, v,=0.129¢. Similar-
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FIG. 9. Angular distributions of carbon fragments emitted in
E/A=50 MeV PXe-+ %" Au collisions for a central impact pa-
rameter gate (N, =33, b <0.3b,,.). The solid circles corre-
spond to the experimental data. The solid curve is the distribu-
tion predicted by the source fit described in the text. The
dashed curve is predicted by the hybrid model.
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ly, the temperature T of the emitting source was fixed at a
value of 10 MeV, derived from the center-of-mass energy
using the Fermi-gas equation T=(E_, /a)'/? and a
level-density parameter of @ =8.5 MeV ™!, This left three
adjustable fitting parameters: the normalization parame-
ter No and the Coulomb barrier parameters Vy and o,.
The values extracted by the fitting procedure were
No=2.85X107° st !MeV ™2, ¥;=37.5 MeV, and
o, =45 MeV.

Results of the fits are shown as the solid and dashed

lines in the upper panel of Fig. 8 and the solid line in Fig.
9. For scattering angles between 35.5° and 72.5°, the fits
are good. At more forward and more backward angles,
the single source fit underpredicts the measured cross sec-
tions for the more energetic fragments. This may indi-
cate an incomplete stopping of the projectile nucleons by
the target and vice versa. However, the bulk of the ex-
perimental yield occurs in the angular range in which the
fit essentially reproduces the data. In fact, the single
moving source predicts ~90% of the measured C frag-
ment yield. This stands in contrast to studies of asym-
metric reactions without impact parameter selection
[30-34], where energy spectra and angular distributions
indicate that the bulk of the fragment yield must be attri-
buted to nonequilibrium processes.
__The extracted Coulomb barrier parameters Vy=37.5
MeV and o,=45 MeV indicate emission over a very
broad range of Coulomb barriers. A lowering and
broadening of the effective emission barriers for fragment
emission have previously been observed in high-energy
reactions [48—50]. Such effects for light particle emission
have been attributed to decay from an expanded nuclear
volume [51], to a substantial amount of sequential emis-
sion [52], or to thermally induced barrier fluctuations
[22,53]. Each of these effects could be pronounced in the
most violent '¥Xe+19Au collisions in which the average
IMF multiplicity is > 6. ,

The maximum Coulomb energy should be nearly the
binary emission energy of C fragments from a composite
system of Z =133 and 4 =326. Only a small fraction of
the' Coulomb barriers considered in the fit should exceed
this energy. Empirically, fragment emission energies are
well described by the formula ‘

Ecou=1.44Z,Z,/[ro( A3+ 4)3)+2] , (5)

with a radius parameter 7,=1.2 fm [54]. This formula
predicts a Coulomb barrier for C emission of 81.9 MeV
after correcting for the recoil energy. For fitting parame-
ters of ¥y =37.5 MeV and o, =45 MeV, only 16% of the
fragments are emitted with Coulomb barriers >81.9
MeV; thus, these parameters are not inconsistent with the
empirical value.

IV. THEORETICAL CALCULATIONS

A. Models employed

To model the early stage of the collision, we have per-
formed calculations with the microscopic BUU transport
equation [39], which describes the temporal evolution of
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the one-body density. The BUU equation is expected to
give a reasonable description of preequilibrium nucleon
emission and of global quantities such as intrinsic excita-
tion energies and collective expansion velocities on time
scales of ~100 fm/c. For longer time scales, BUU be-
comes unrealistic because it cannot make reliable predic-
tions about cluster emission, which becomes particularly

3,f (p,r, ) +(p/m )V, f(p,r,t) =V, U(r)-V, f(p,r,1)
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important when the system expands to low density. In
these later stages of the reaction, statistical treatments
may be more appropriate. We therefore follow the time
evolution during the later stages of the reaction using the
EES model, which incorporates the statistical emission of
intermediate mass fragments [29].

The BUU equation [39]

= 2 3 7 '
yrm® [ d qldaqzd3q28{%m(p2+q%+q’12+q£2)}8(p+qrqi—qé)§% h

XL Q) f (@ r, [ 1= £ (p, 5, ) ][ 1~ £(q}, 1, 8)]

—f (P, )f (@, 5,01~ f(qi,r,0)][1—F(q5,1,0)])

was solved numerically using a parallel ensemble method,
with each nucleon represented by 90 test particles. The
phase-space density of nucleons, f (p,r,t), propagates un-
der the joint influence of a nuclear potential, a Coulomb
potential, and a nucleon-nucleon collision term. The in-
medium nucleon-nucleon scattering cross section do /d )
was assumed to be proportional to the experimentally
determined (energy-dependent) cross section for free nu-
cleons, do yy/dQ. Two density-dependent Skyrme pa-
rametrizations were chosen to approximate the nuclear
mean field: } :

U=al(p/py)+blp/py) . ' (7)

With ¢ =—124 MeV, b =70.5 MeV, and o =2, the pa-
rametrization corresponds to a compressibility coefficient
of K,=380 MeV (“stif”” equation of state); with
a =—356 MeV, b =303 MeV, and o =1, the parametriz-
ation corresponds to a compressibility coefficient of
K =210 MeV (“soft” equation of state). The normal
nuclear matter density p, is taken to be 0.168 fm >,

In the BUU calculations, the integrated mass loss Ay
is calculated by evaluating the local nucleon number den-
sity in a cubic cell of volume 1 fm® around each nucleon.
Nucleons for which the local density is less than } of nor-
mal nuclear density are considered to be unbound.

The average density of the residue predicted by the
BUU model is calculated by averaging over the local den-
sities of all bound nucleons. The binding energy of a resi-
due of A, nucleons can be approximated as

Arﬁ
Ebindinz=—_zl p}/2m +(e2/2)§'lri —r;| 7!
i= i

+Lalp(r,)/po]+bp(r,)° /p§la+1) |

(8)

where a, b, o, and p, are defined from the Skyrme param-
etrization above (7), e2=1.44 MeV fm, and p(r;) is the lo-
cal density of particle i. The excitation energy of the resi-
due can then be determined from E*=FE;p—Ej;jing

(6)

where E | is the liquid-drop binding energy of a collec-
tion of A ., nucleons.

The EES model characterizes an ensemble of emitting
sources by a time-varying average density p(¢) to which
the level densities of the source are related. For the pur-
pose of calculating the mean collective expansion energy,
the model assumes, in addition, that the density of the
source is uniform. This assumption requires that the col-
lective radial velocity increase linearly with radius. The
radial expansion energy E, is then given by

dr.. |’
dt

9

Here m is the mass of a nucleon and dR ., /dt is the time
derivative of the root-mean-squared radius. To optimize
the connection between the BUU and the expanding
compound nucleus models, we take Eq. (9) to describe the
collective energy of expansion in the BUU model as well.
The time derivative of the root-mean-squared radius can
be calculated in the BUU model as

dR Ares T;°P;
=3 B (10)
dt L mA R

where r; and p; are the positions and momenta of the test
particles in the center-of-mass system.

In the EES model, the dynamical response of the
source is governed by the interplay of thermal pressure
and the nuclear binding forces; which tend to return the
density to its equilibrium value p,. The binding effects
are provided by the finite-nucleus compressibility. For
simplicity, the binding energy per nucleon at densities
different from p, is assumed to deviate from liquid-drop
values by a quadratic function of density,

E(p)/ A =Ep(po)/ A+(K/18)1—p/pe)*,  (11)

where K is the finite-nucleus compressibility coefficient.
This compressibility includes surface and Coulomb effects
and, hence, differs from the infinite-matter compressibili-
ty K ,, which is used in the BUU calculations.

It is instructive to compare the time evolution of the
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composite systems predicted by the two models. Figures
10-12 depict the predicted temporal evolution of the in-
tegrated mass loss (4, top panel), average density
({ Pres ) » middle panel), and the collective radial energy in
the residue (E,/ A, bottom panel). Figures 10 and 11
show the results of BUU calculations for the E/ A =50
MeV PXe+2Al, °'v, ¥Y, and ""’Au reactions using
K, =380 and 210, respectively [55]. Figure 12 presents a
sample EES calculation [29] for the expansion and decay
of a source with a finite-nucleus compressibility of
K =200 MeV using initial values of Z =133, 4 =326,
normal nuclear matter density, a temperature of T =12
MeV, and a collective radial energy of 100 MeV. At ¢ =0
the EES calculations begin with an excited system ex-
panding from normal nuclear matter density, while the
surfaces of the projectile and target nuclei are separated
by 4 fm in the BUU calculations and do not reach normal
nuclear density until about 35-45 fm/c later. Hence
there is an effective offset of approximately +40 fm/c in
the time scale of the expanding compound nucleus calcu-
lations in Fig. 12.

The predicted rate of mass loss is qualitatively similar
for both sets of calculations. The mass loss becomes im-
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FIG. 10. Results of BUU calculations for £/ A4 =50 MeV
129%e+197A4, ¥Y, 5V, and YAl reactions with a stiff (K, =380
MeV) equation of state. The mass loss (A4,y,, top panel), aver-
age density of the residue of bound test particles ({p,., ), second
panel), excitation energy per nucleon of the residue (E*/A4,
third panel), and collective radial energy per nucleon of the resi-
due (E,/ A, bottom panel) are plotted as a function of time.
The solid, dashed, dot-dashed, and dotted curves correspond to
calculations for the '"’Au, ¥Y, 3!V, and ?’Al targets, respective-

ly.

portant following a time of ¢ =40 fm/c in the BUU calcu-
lations and ¢t =0 fm/c in the EES calculations, when the
systems begin to expand. At later times the calculated
emission rates decreases; this effect is manifested by a de-
creasing slope in the time dependence of 4,,,. The gra-
dual decrease of the emission rates with time is related to
the decrease in excitation energy as the systems cool. In
contrast, the fragment emission rate (Nyyp, left scale in
Fig. 12) in the EES model sharply increases when the sys-
tem approaches a minimum in density. Approximately
one-half of the total IMF yield occurs between 40 and 70
fm/c, near the first density minimum.

In both sets of calculations, the systems undergo densi-
ty oscillations. For the BUU calculations with heavier
targets, the minimum densities reached are about ; of the
original density [56] and are rather similar to the
minimum density reached in the EES calculations. In the
early stages of the BUU calculations, the collective radial
energy is trivially dominated by the relative velocity of
the projectile and target. At the point of maximum
compression, the BUU calculations predict a complete
damping of the relative motion of projectile and target,
and the collective radial energy vanishes. During the
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FIG. 11. Results of BUU calculations for E/ A4 =50 MeV
129%e+197Au, ¥Y, 51V, and ¥’Al reactions with a soft (K, =210
MeV) equation of state. The mass loss (4, top panel), aver-
age density of the residue of bound test particles ({p,., ), second
panel), excitation energy per nucleon of the residue (E*/ 4,
third panel), and collective radial energy per nucleon of the resi-
due (E, / A, bottom panel) are plotted as a function of time. The
solid, dashed, dot-dashed, and dotted curves correspond to cal-
culations for the '’Au, Y, 51V, and *Al targets, respectively.
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subsequent expansion phase, the BUU calculations pre-
dict the collective radial energy to reach values of 1-3
MeV/nucleon before dissipating. The calculated values
of the radial kinetic energy depend upon the equation of
state used in the calculations. The soft [K =210 MeV
(Fig. 11)] equation of state allows more energy to be
transferred into collective radial motion than the stiff
[K =380 MeV (Fig. 12)] equation of state. The max-
imum values calculated for the 'Xe+!9’Au system are
about 2 MeV/nucleon for the stiff equation of state and
about 3 MeV/nucleon for the soft equation of state. In
the EES calculation shown in Fig. 12 for a similar mass
system, the collective radial energy oscillates between 0.8
MeV/nucleon during expansion or compression and 0
near the turning points.

While the microscopic BUU model allows anisotropic
density distributions and damping of the collective radial
energy into thermal excitation energy, the density calcu-
lated with the EES model undergoes an oscillation with a
period of approximately 110 fm/c and little damping of
the radial collective energy into thermal energy. The per-
sistance of large radial kinetic energies on long time
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FIG. 12. Results of the expanding compound nucleus model
calculations for an initial system with Z =133, 4 =326, a tem-
perature T'=12 MeV, and a collective radial energy E, =100
MeV. The calculations were performed with a finite-nucleus
compressibility K =200 MeV. The integrated yield of IMF’s
(Nivr, solid curve) and total charged particles (V,, dashed
curve) are shown in the top panel as functions of time. The den-
sity relative to normal nuclear density (p/po, second panel), the
excitation energy per nucleon (E*/ A, third panel), and the col-
lective radial energy of the residue (E, /A4, bottom panel) are
shown in the other panels as functions of time.
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scales in the EES calculation does not affect the calculat-
ed fragment multiplicities greatly, since most of the frag-
ment emission is predicted to occur early in the calcula-
tion.

B. Matching the models

We use the BUU calculations to describe the early
phase of the collisions, i.e., the initial compression and
deposition of energy. The EES model is used to describe
the later phase of the reactions involving fragment emis-
sion. The EES model requires input values for four quan-
tities: the source mass, the source charge, the radial ki-
netic energy, and the thermal excitation energy. The ini-
tial value of the density is taken to be normal nuclear
matter density. We choose to couple the BUU calcula-
tions with the EES calculations at the time following ini-
tial compression when the calculated radial density distri-
butions correspond most nearly to normal nuclear matter
distributions. This condition seems to be relatively easy
to determine.

For illustration, Figs. 13 (stiff equation of state) and 14
(soft equation of state) show density distributions predict-
ed by the BUU equation at five equally spaced time steps
for the E/ 4 =50 MeV '®Xe+9"Au, ¥Y, 5V, and 7Al
reactions. The times corresponding to the two extreme
time steps are given alongside the upper and lower
curves. The nuclear saturation density py is indicated by
the long-dashed line in each figure. Each density distri-
bution resembles a Fermi distribution with a interior re-
gion of constant density and a finite surface region where
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FIG. 13. Density distributions for E/A=50 MeV
129Xe+197Au, ¥Y, 51V, and ?7Al reactions as calculated with the
BUU model using a stiff (K., =380 MeV) equation of state.
Each panel is labeled by target. The top (dashed) curve in each
panel corresponds to the time step indicated in the upper right
of the panel; the bottom (dotted) curve corresponds to the time
step indicated in the lower left. The three intermediate curves
correspond to times of +5 fm/c (dot-dashed, second from top),
+10 fm/c (solid, third), and + 15 fm/c (dot-dot dashed, fourth)
after the upper curve. Nuclear saturation density is indicated
by the long-dashed line in each figure denoted as Po-



29%e + X, E/A 50 MeV (K=210)
T T T T 2L I L BN B B

DT R 7L S DN /45 tm/c

0.25

0.20

..l""J',
1.|.,|m.

0.15

4
-.vt
=7
l
!
l
b3

0.10

0.05

].lLl'l!llIllﬂl

0.00

p (fm™®)

0.20 LB /e

; l/fJ!lll ““l”“l"-’,"l

-t

e
0.15 Po

0.10
0.05

1111 PR TR P o P

Y I PO U

HHHHHTHHH

0.00

© prrrrreT T e e
'l
i
i

FIG. 14. Density distributions for E/A=50 MeV
129 e+ 197A4y, 3°Y, 51V, and ¥ Al reactions as calculated with the
BUU model using a soft (K, =210 MeV) equation of state.
Each panel is labeled by target. The top (dashed) curve in each
panel corresponds to the time step indicated in the upper right
of the panel; the bottom (dotted) curve corresponds to the time
step indicated in the lower left. The three intermediate curves
correspond to times of +35 fm/c (dot-dashed, second from top),
-+ 10 fm/c (solid, third), and + 15 fm/c (dot-dot dashed, fourth)
after the upper curve. Nuclear saturation density is indicated
by the long-dashed line in each figure denoted as p,.

the density decreases to zero. We observe a smooth evo-
lution in time from compressed systems (upper two
curves), through a system near equilibrium density (mid-
dle, solid curve), and finally to systems at low density
(bottom two curves). For each reaction we have chosen
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to match the two models when the calculated interior
“density is closest to nuclear saturation density. These
times are given in Table I.

The BUU calculations suggest that a necessary condi-
tion for the use of statistical models is indeed achieved at
the time at which the systems have returned to normal
nuclear density; i.e., the mean radial motion becomes
nearly isotropic. Very early in the collision the collective

- -radial motion is large and predominately directed parallel

to the beam direction. Prior to reaching the matching
time at p=pg, the radial motion perpendicular to the
beam has grown to represent about 1 of the total radial
kinetic energy, consistent with requirements for thermal
models. Since collective kinetic energy persists at longer
times, full thermalization is not achieved. The collective
kinetic energy can, however, be incorporated into the
EES calculations.

The mass of the decaying residue must be determined
from the BUU calculation. This choice is complicated
because it is difficult to clearly distinguish particles near
the nuclear surface which are a part of the residue from
those which are unbound. In order to choose reasonable
values for the mass of the residue, we have investigated
the radial distributions of the density, the excitation ener-
gy per nucleon, and the collective radial velocity, as cal-
culated with the BUU model at the selected coupling
time.

In Fig. 15 we have plotted, for two particular reac-
tions, the density, binding energy per nucleon, and radial
velocity for spherical shells of thickness 1 fm at the times
given in Table I. The density distributions, given previ-
ously in Fig. 14, are shown again for convenience. In the
middle panel, the binding energies per nucleon are plot-
ted as a function of radius. These binding energies are

TABLE I. Input parameters for the statistical model calculations as determined from microscopic
BUU calculations. The BUU calculations were performed for E /A =50 MeV »Xe-induced reactions
on four different targets and for two values of the compressibility parameter K, =380 (“stiff”’) and

K =210 (“soft”).

Listed is the time at which the BUU and statistical model calculations were

matched (#), the radius (r), charge (Z), mass ( 4), excitation energy per nucleon (E*/ 4), temperature

(T) [58], collective radial energy of the residue (E,

quilibrium (BUU) phase (AZ).

), and the number of emitted charges in the pree-

—F CRET A Gl vt

; , E*/A T E,
Target K ., (fm/c) (fm) z A (MeV) (MeV) (MeV) AZ
YAl stiff 45 6 54 127 2477 5.69 615 13

45 7 63 147 3.536 6.93 88.5 4
Sy, stiff 45 6 56 137 4.984 8.42 110.4 21

45 7 69 165 5.828 9.23 182.1 8
8y, stiff 50 7 75 180 6.099 9.48 290.8 18

50 8 84 200 6.841 10.15 389.3 9 i
97An, stiff 55 8 108 271 6.188 9.56 394.6 25

T55 9 120 300 6.855 10.17 510.6 13

2741, soft 45 6 54 129 2.433 5.63 53.7 13

45 7 63 148 3.112 6.45 79.5 4
sly, soft 50 6 54 130 3.238 6.59 133.2 23

50 7 67 159 4.194 7.63 230.4 10
¥y, soft 55 7 70 170 4412 7.85 380.2 23

55 3 82 196 5190 8.62 507.6 11
197Au, soft 60 8 103 260 . 4.666 8.11 485.5 30

60 9 293 5.286 8.72

118

655.3 15
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FIG. 15. Results of BUU calculations for E/ A4 =50 MeV
19Xe+17Au (left panels) and *'V (right panels) with a soft
(K, =210 MeV) equation of state. The density (top panels),
binding energy per nucleon (middle panels), and collective radi-
al velocity (bottom panels) are plotted for spherical shells of
thickness 1 fm at the collision times of 60 fm/c (**’Au target)
and 50 fm/c (°*'V target). The dashed lines in the middle panels
delineate shells that are bound on the average from those that
are unbound. The arrows indicate radial cuts which include
only those shells that have an average positive binding.

about 2-3 MeV/nucleon for the ¥Xe+'"7Au system
and 4-5 MeV/nucleon for the 1Xe+3!V system for nu-
cleons in the nuclear interior. Nucleons in the outer
shells with densities <0.06 fm™3 are unbound on the
average. This occurs for radii >8 fm for the
129%e+197Au system and for radii >6 fm for the
129Xe+51V system. A large fraction of the nucleons in
these unbound shells are eventually emitted as preequili-
brium particles and should not be considered as part of
the residue. (The inclusion of such unbound test particles
in the residues would lead to artifically large values of E*
and E,, and therefore to artificially increased fragment
multiplicities.) To assess the resulting uncertainties in
determining the residue mass, we have performed one set
of statistical model calculations with initial conditions
calculated using only bound shells. These radial cuts are
indicated by the arrows in Fig. 15. Since the first un-
bound shell also includes a significant fraction of bound
nucleons (typically =~50%), we have performed a second
set of calculations including the first unbound shell as
well [57]. .

In the bottom panel of Fig. 15, the average radial ve-
locity of each shell is plotted as a function of radius. For
shells with net positive binding, the radial velocity exhib-
its a nearly linear increase with r, consistent with isotro-
pic expansion as assumed in the statistical expanding
compound nucleus model [29]. This lends further
confidence in the matching procedure that we employ.
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Having selected the coupling time and the mass and
charge of the decaying residue, we find the excitation en-
ergy for the EES calculations from the binding energy
following Eq. (8) and the radial kinetic energy of expan-
sion using Eq. (9).

‘C. Comparison with data

The charges, masses, excitation energies per nucleon,
temperatures [58], and collective radial velocities of the
residues deduced from the results of the BUU calcula- .
tions are given in Table I for the four different systems,
two different equations of state, and the two radial
cutoffs. These source paranieters were used as input for
the expanding compound nucleus model calculations.
The results of these sets of calculations are compared in
Fig. 16 to experimental data (solid circles) for central
(b <0.3b,,,,) gates on impact parameter as determined
from the charged particle multiplicity distributions. In
comparing with the data, the total amount of emitted
preequilibrium charge was taken to be the amount of
charge beyond the radial cutoffs in the BUU calculations.
In order to convert this calculated preequilibrium charge
into a charged particle multiplicity, we have divided by
the average charge per detected light charged particle
(Z =1,2}) as observed in central collisions (b <0.3b,,,)
for each system (see Table II).

Four sets of calculations are represented by the bound-
ed areas in each panel of Fig. 16. The vertically hatched
areas correspond to calculations with the larger radial
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FIG. 16. Comparison of the experimental and theoretical ra-
tios between the average IMF multiplicity { Nyyr ) and the total
charged particle multiplicity N, for E/A4 =50 MeV
BXe+17Au, ¥Y, *'V, and YAl reactions. The panels are la-
beled by target. Solid points correspond to experimental results
for central impact parameters (b <0.3b,,.). The right (left)
sides of the hatched regions in each panel correspond to micro-
scopic model calculations with a stiff (soft) equation of state,
K ., =380 (210) MeV. The bottom (top) of each hatched region
corresponds to EES calculations with a finite-nucleus compres-
sibility of K =250 (144) MeV. Horizontal hatching indicates
calculations with the smaller radial cutoff and vertical hatching
calculations with the larger radial cutoff. The effect of filtering
by the experimental acceptance is shown by the arrows between
regions with similar hatching.
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TABLE II. Average charge of light charged particles
(Z =1,2) detected for central (b <0.3b,,,) events in E/ A=50
MeV »Xe-induced reactions.

Target N, (Zp)
¥iAu >33 1.42
8y 225 1.41
sty =19 1.39
2741 214 “ 1.34

cutoffs; the horizontally hatched areas correspond to cal-
culations with the smaller radial cutoffs. The effect of
filtering the theoretical calculations through a software
replica of the experimental device is illustrated by the sets
of arrows in each subplot. The sensitivity to the equation
of state used in the BUU calculations is shown by the
horizontal extent of each individual bounded area; the
sensitivity to the finite-nucleus compressibility coefficient
used in the expanding compound nucleus calculations is
indicated by the vertical extent of each individual area.

In greater detail each area was obtained as follows:
Calculations performed with a stiff equation of state
(K, =380 MeV) in the microscopic model correspond to
the right boundary of each area, and calculations per-
formed with a soft equation of state (K ,, =210 MeV) cor-
respond to the left boundary. This parameter’s sensitivi-
ty can be understood as follows: With a stiff equation of
state, the calculated initial excitation energies and tem-
peratures are larger than with a soft equation of state (see
Table I). Larger temperatures give rise to larger total
charged particle multiplicities; hence, the calculations
move nearly horizontally. The multiplicities of inter-
mediate mass fragments are not greatly affected by the
different equations of state during the compressional
phase. )

The sensitivities to the finite nucleus compressibility K
of the expanding compound nucleus model calculations
are indicated by the curves corresponding to the upper
and lower bounds of the areas. Calculations performed
with K =250 MeV provide the lower boundary, and cal-
culations performed with K =144 MeV represent the
upper boundary. This parameter’s sensitivity can be un-
derstood as follows: The compressibility in the expansion
phase has a very strong effect on the calculated fragment
multiplicity, but only a small effect on the total charged
particle multiplicity. Softer equations of state lead to less
dense systems and to enhanced fragment emission.

The vertically hatched areas represent calculations
with the larger radial cutoff (marked by the arrows in
Fig. 15), and the horizontally hatched areas represent cal-
culations with the smaller radial cutoff. The inclusion of
the first unbound shell strongly increases the average
fragment multiplicity, but only weakly increases the total
charged particle multiplicity. This can be understood by
noting that the inclusion of an additional shell causes
only a small increase in the temperatures (< 10%), but a
much larger increase in the collective radial energy
(>25% —see Table I), since, as was shown above, E, is
nearly proportional to the radius. A larger collective ra-
dial energy will lead to more expanded systems and,
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hence, to significantly larger fragment multiplicities.
The effect of filtering is shown by the arrows between
the two sets of hatched regions. Regions to the right cor-

" ~yespond to unfiltered calculations and those to the left to

filtered calculations. The filtering was performed by con-
sidering the energy and angular distributions of the pree-
quilibrium particles as calculated using the BUU model
and the total multiplicity, charge, and energy distribu-
tions of the evaporated particles as calculated with the
expanding compound nucleus model. A total of 10000
events was simulated for each set of input parameters and
filtered through a software replica of the experimental de-
vice, which takes into account energy thresholds, angular
acceptances, and double-hit probabilities. Filtering acts
to decrease both the total charged particle and intermedi-
ate mass fragment multiplicities in about equal propor-
tions, so that the { Ny ) /N, ratios of the filtered and
unfiltered calculations are not changed appreciably.

The general agreement between the sets of filtered cal-
culations and the data is fair. Given the excitation ener-
gies and radial kinetic energies from the microscopic
model calculations, the EES calculations are able to pre-
dict average fragment multiplicities that are in reasonable
agreement with the data. However, the total number of
charge particles predicted theoretically is systematically
less than observed experimentally. This agreement is
influenced by our assumptions about the number of emit-
ted preequilibrium particles. Different assumptions (all
Z =1 particles, for instance) may lead to larger theoreti-
cal multiplicities and to better agreement between data
and theory. The sequential decay of excited fragments,
which is not treated in the EES, will also lead to an in-
crease in N,.

While the number of intermediate mass fragments pre-
dicted for the ®Xe+!Au, ¥Y, and 'V system is in
reasonable agreement with the data, the fragment multi-
plicity predicted for the '?Xe-+?7Al system is too low.
There are several possible explanations for this discrepan-
cy. The BUU calculations provide only the average exci-
tation energy (E*) in a given collision, and fragment
multiplicity is a nonlinear function of excitation energy.
For a given reaction geometry, excitation energies larger
than (E*) give the most important contributions to the
average fragment multiplicity. This effect is more pro-
nounced for systems with lower excitation energies. For
such a system, '2’Xe+?'Al, we find the greatest
discrepancy between experiment and theory.

Alternatively, the BUU calculations for the
129%e+27Al system indicate that the temperature and
collective radial energy are too small for significant ex-
pansion to occur. Transition-state model calculations
have shown that, for systems at normal nuclear density
and rather low excitation energy, fragment emission is
enhanced at high angular momentum [54]. If the
charged particle multiplicity gate for this reaction does
not adequately suppress large angular momentum col-
lisions, rapidly rotating compound nuclei may be found.
Decay from these systems may lead to enhancements in
fragment multiplicity which are not considered in the
EES model.

Finally, in Figs. 8 and 9, we consider the energy spec-
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tra and angular distribution of carbon fragments as calcu-
lated with the hybrid model for the *Xe+!"’Au reac-
tion. The dashed curves in Fig. 8 correspond to calcula-
tions using a compressibility of K =210 MeV in the
BUU calculation, and radial extent of 9 fm for the emit-
ting source, and a finite-nucleus compressibility of
K =144. The dashed curve in Fig. 9 is the corresponding
angular distribution calculated with the same set of pa-
rameters. The model calculations are very similar to the
single source fits described in Sec. III. The calculations
do not predict the tails of the energy distributions at the
most forward and backward angles; however, the shapes
of the energy spectra are well reproduced for intermedi-
ate angles between 35.5° and 72.5° where the bulk of the
yield is observed. For this set of input parameters, the to-
tal cross section for C fragments is overpredicted by ap-
proximately 70%; however, other sets of parameters with
larger values of K, and K, or a smaller source radius,
give better agreement with the observed C yield.

V. SUMMARY

We have studied intermediate mass fragment multipli-
city, charge, energy, and angular distributions for
E/A=50MeV PXe+"Au, ¥Y, Cy, 'V, PA), and 12C
reactions using the measured total charged particle multi-
plicity as a reaction filter. We observe that the fragment
multiplicity distributions and charge distributions are
strongly dependent upon charged particle multiplicity
and show a large degree of target independence. These
results, along with the energy and angular distributions
observed for high multiplicity *Xe+!?Au collisions,
suggest that the fragment multiplicity is determined by
the excitation energy deposited in the system and that
statistical concepts may be useful in calculating the
branching ratios for fragment emission.

These data were compared with the results of EES cal-

culations which use input parameters for the excitation
energy, radial collective energy, source mass, and source
charge supplied by BUU transport model calculations.
Overall, the agreement between data and the hybrid mod-
el calculations is reasonable, with the exception of the
129X e+27Al system, for which little expansion is predict-
ed. There is a systematic underprediction of the total
number of emitted light charged particles. This disagree-
ment may result from assumptions about the nature of
preequilibrium particle emission or from neglecting the
sequential decay of excited fragments, which is not treat-
ed in the expanding compound nucleus model.

The hybrid model calculations indicate that the total
charged particle multiplicity is sensitive to the nuclear
compressibility in the initial compressional (preequilibri-
um) phase of the reaction and that the intermeédiate mass
fragment multiplicity is very sensitive to the compressi-
bility in the expansion (statistical decay) phase. Uncer-
tainties in the matching of the two models, specifically in
treating preequilibrium decay and in defining the bound-
ary of the equilibrated source, preclude the extraction of
precise values for nuclear compressibility parameters.
Such a generic limitation of the present hybrid model
may also exist for other hybrid approaches. Hence there
is a need for more complete models that are able to real-
istically treat both nonequilibrium and equilibrium emis-
sion of both light particles and fragments.
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