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Abstract—We present a technique for estimation of the model parameters for a single-mode vibration of symmetric micromechanical resonators, including the coefficients of conservative and dissipative nonlinearities. The nonlinearities result in an amplitude-dependent frequency and a nonexponential decay, which are characterized from the ringdown response. An analysis of the amplitude of the ringdown response allows one to estimate the linear damping constant and the dissipative nonlinearity, and the zero-crossing points in the ringdown measurement can be used for characterization of the linear natural frequency and the Duffing and quintic nonlinearities of the vibrational mode, which arise from a combination of mechanical and electrostatic effects.
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I. INTRODUCTION

MICROMECHANICAL (MEMS) resonators have been extensively studied and attracted significant attention in both the physics and engineering communities due to their multiple beneficial features including high stability, low power consumption and compatibility with integrated circuits [1]–[4]. Being designed as an alternative to conventional oscillators, such as quartz oscillators, MEMS resonators are applied for time keeping and synchronization purposes [5], [6] as well as for sensing of force [7], mass [8], and electronic and nuclear spins [9], for example. The necessity of high precision in these applications imposes various performance requirements including high quality factor, low phase noise [10] and large signal-to-noise ratio [11]. In order to satisfy these requirements, MEMS oscillators are frequently operated at large vibration amplitudes, which are typically limited by the onset of nonlinearity. To adequately describe and predict the dynamics of the system operating at amplitudes beyond the linear range, it is useful to have a model that includes coefficients for both conservative Duffing and quintic nonlinearities [12] and nonlinear dissipation [13]–[15].

Parameter estimation in vibrational systems is a challenging problem arising in systems of different size scales [16]–[20]. It is important since it allows one to describe the dynamics of systems of interest using standard models [21]–[23], to understand the fundamental physical mechanisms responsible for certain observed effects [24], [25], and to design systems with desired performance characteristics [26], [27]. While several methods have been developed for nonlinear system identification [28], a common approach for determining the model parameters of MEMS resonators is based on the resonant response of a vibrational mode to a periodic force. In this case, the resonator amplitude and phase are measured as a function of the frequency of the external driving field for a fixed level of the drive amplitude. For systems operating in the linear regime this spectral method provides estimates for the linear resonant frequency and the quality factor [29] from a frequency response. When the resonator is driven into its nonlinear regime, the shape of the frequency response is determined by both conservative [30] and dissipative nonlinearities [1], [14], [15]. As a result, it is necessary to perform several measurements at different forcing amplitudes in order to completely characterize the parameters of the vibrational mode [29], [30], and the precision is limited, particularly where several nonlinear mechanisms are involved.

Here we show that a single ringdown response measurement enables full characterization of a vibrational mode of a micromechanical resonator, including parameters for symmetric conservative and dissipative nonlinearities. In particular, estimates of the linear decay rate and the nonlinear friction coefficient are achieved by analyzing the vibrational amplitude during the ringdown. Additionally, the sequence of zero-crossing points is used in this work for characterization of the linear resonant frequency and the Duffing and quintic nonlinearities that cause an amplitude-dependent frequency. This zero-crossing-based method, as compared with the quadrature analysis presented in [1], is simpler for the post-processing...
II. RINGDOWN-BASED CHARACTERIZATION METHOD

A. Device Under Study

In this work we carry out the ringdown-based characterization for the double-anchored double-ended-tuning-fork (DA-DETF) resonator shown in Fig. 1. The resonator, which was originally designed for time-keeping applications, was fabricated using an epitaxial polysilicon encapsulation process [31] and it consists of two micromechanical beams 200μm long, 6μm wide and 40μm thick that are connected on both ends to perforated masses, which are further anchored to the base. The perforation in the coupling mass serves as release-etch holes and does not affect the device performance. The encapsulation process results in a pressure of < 1 Pa in the cavity containing the resonator.

B. Measurement Setup

To prepare the system for the ringdown measurement, we first force the resonator to oscillate in the nonlinear regime using a feedback loop. Previous research has demonstrated stable oscillation of this device beyond the critical bifurcation limit by controlling the operating phase of the resonator when driven in closed-loop [12]. Physically, the feedback loop compensates the losses in the resonator due to damping and provides an additional shift in the resonator phase ensuring that Barkhausen stability criterion is met. In this work, a Zurich HF2LI lock-in amplifier is used to control and maintain a variable-phase feedback loop, as shown in Fig. 2. The output of the lock-in amplifier maintains the resonator motion by supplying a periodic signal ($V_{AC} = 250 – 350mV$) to two “Drive” electrodes. By tuning the phase shift in the feedback loop, we achieve the frequency of self-sustained oscillations to be close to the nonlinear resonance; see Fig. 3. To achieve a strong output signal, we apply a DC voltage ($V_{DC} = 30V$) to the resonator body. Additionally, we maintain both driving and sensing electrodes at this “ground” voltage potential, thus ensuring the symmetry of the system potential energy. Note that a non-zero bias voltage between the resonator body and the attendant electrodes generally affects the conservative forces of MEMS resonators, which we discuss in detail in Section II.C. However, due to the high conductivity of the transmission lines in the measurement setup, we neglect any additional electrostatic damping introduced by the capacitive actuation/sensing scheme.

The resonator response is detected by the “Sense” electrode in the form of current that is electrostatically transduced due to the resonator vibration. This output current is then converted to a voltage signal and amplified via a transimpedance amplifier (TIA). We further pass the signal through a band-pass filter with corner frequencies 1.2 MHz and 7 MHz in order to remove low- and high-frequency measurement noise, and then split the signal with a 0° power splitter.
The collected data is post-processed for characterization of the resonator body and the electrostatic effects due to the bias voltage [19]. In this work, the resonator flexural displacement \( y(x,t) \), where \( x \) is the spatial coordinate along the beam, is much smaller than the resonator width, \( y(x,t) \ll h \), which allows us to approximate the mechanical restoring force of the symmetric vibrational mode under the study by a \( 3^{rd} \)-order polynomial \( \alpha_0^2 q + \gamma_m q^3 \), where \( q \) is the modal displacement coordinate, \( \alpha_0 \) is the mechanical linear vibration frequency and \( \gamma_m \) is the mechanical Duffing nonlinearity which is postive for a clamped-clamped (CC) beam. These modal parameters can be obtained by approximating the resonator deformation function as \( y(x,t) = q(t)\theta(x) \), where \( \theta(x) \) is the ideal mode shape of a CC beam. Alternatively, one can use the method of assumed modes, where \( \theta(x) \) is given by a simple polynomial that satisfies the CC boundary conditions, for example, \( \theta(x) = 16x^2(1-x)^2 \), and perform a Galerkin projection of the original equation of motion for the beam onto \( \theta(x) \) [19], [32]. Further, since the resonator is biased symmetrically we model the electrostatic force acting on the resonator during its ringdown as \( F_{el} = k[(d - y(x,t))^2 - (d + y(x,t))^2] \), where \( d \) is the nominal electrode gap size and \( k \) is the strength of the electrostatic force, which depends on the resonator dimensions and the bias voltage. In order to obtain the expression for an equivalent electrostatic force acting on the vibrational mode, one would have to project \( F_{el} \) onto \( \theta(x) \). However, noticing that, by definition, \( y(x,t)/d \ll 1 \), we can expand \( F_{el} \) in a Taylor series about \( q = 0 \). Since \( d \ll h \), we can keep in this expansion higher-order terms. These terms can become comparable to the nonlinear term \( \propto q^3 \) where the expansions of the both mechanical and electrostatic forces apply. We will keep terms up to \( 5^{th} \) order in \( q/d \) and then perform the Galerkin projection. It is important to note that the mechanical and electrostatic forces are both symmetric. Since the terms of different powers in \( q \) can become comparable in these two forces, different effects can come into play depending on the amplitude. The mechanical nonlinearity is hardening and the electrostatic nonlinearity is softening. The natural frequency (from the linear term) includes both effects, and for the present device and bias voltage the cubic term is dominated by mechanical effects and is thus hardening, while the quintic nonlinearity is dominated by the electrostatic effects and is softening. This leads to the inflection point on the amplitude dependence of the vibration frequency seen in Fig. 3.

After combining mechanical and electrostatic effects together, the dynamics of a vibrational mode of a symmetric micromechanical resonator can be described for moderate modal amplitudes (\( q \ll d \)) by the following phenomenological model

\[
\ddot{q} + 2(\Gamma_1 + \Gamma_2 q^2)\dot{q} + q(\omega_0^2 + 2\omega_0\eta(t)) + \gamma q^3 + \beta q^5 = f(t),
\]

(1)

where \( q \) is again the modal displacement coordinate, \( \omega_0 \) is the natural frequency of the mode, \( \Gamma_1 \) and \( \Gamma_2 \) are the coefficients of linear and nonlinear friction, and \( \gamma \) and \( \beta \) are the coefficients of the conservative Duffing and quintic nonlinearities respectively. The linear damping constant \( \Gamma_1 \) determines the resonator decay at small vibration amplitudes.
and is related to the resonator quality factor as \( Q = \omega_0/2\Gamma_1 \). Note that \( \omega_0 \) is primarily defined by \( \omega_{0m} \), but is slightly reduced by the presence of the electrostatic actuation/sensing scheme (electrostatic frequency tuning effect). To complete the model, we also include additive, \( f(t) \), and multiplicative, \( \eta(t) \), noise sources, which can be of thermal or non-thermal origin.

Qualitatively, the nonlinear and noise terms in Eq. (1) have the following effects, to first order: the stiffness nonlinearity \( \gamma \) and cause an amplitude-dependent frequency shift, the nonlinear damping \( \Gamma_2 \) produces an amplitude-dependent damping (and non-exponential decay), while the noise processes make both the amplitude and frequency fluctuate about the deterministic response of the resonator. The decay of the oscillation amplitude is determined by the terms of Eq. (1) proportional to \( \Gamma_1 \) and \( \Gamma_2 \), and also by \( f(t) \) and \( \eta(t) \). Thus, in a standard spectral measurement, \( \gamma \), \( \beta \) and \( \Gamma_2 \) (and the noise terms [25]) lead to a deviation of the spectral contour from the Lorentzian, and it is usually impossible to accurately extract these parameters from a single frequency sweep. In contrast, as we show, a ringdown measurement is very sensitive to these nonlinearities.

In the absence of the noise terms in Eq. (1), the dynamics of the resonator ringdown response can be studied in terms of slowly-varying (on the time scale \( \sim \omega_0^{-1} \)) resonator amplitude \( a(t) \) and phase \( \phi(t) \)

\[
q(t) = a(t) \cos(\omega_0 t + \phi(t)),
\]

\[
\dot{q}(t) = -\omega_0 a(t) \sin(\omega_0 t + \phi(t)).
\]

Substituting this change of variables into equation Eq. (1), applying the method of averaging, and neglecting fast-oscillating terms [33], we obtain the following equations of motion for the modal amplitude and phase

\[
\dot{a} = -(\Gamma_1 + \frac{1}{4}\Gamma_2 a^2) a,
\]

\[
\dot{\phi} = \frac{3\gamma}{8\omega_0} a^2 + \frac{5\beta}{16\omega_0} a^4.
\]

From Eq. (3a) it is clear that the amplitude dynamics are unaffected by the conservative nonlinearities, while the phase depends on the amplitude through both \( \gamma \) and \( \beta \), as expected. In fact, it can be shown that the amplitude decay is independent of \( \gamma \) and \( \beta \) even in the presence of noise [34]. The solution for the resonator vibrational envelope can be obtained in closed form as

\[
a(t) = a_0 e^{-\Gamma_1 t}/\sqrt{g(t)},
\]

where \( g(t) = 1 + \frac{1}{3}\Gamma_2 a_0^2 (1 - e^{-2\Gamma_1 t}) \) and \( a_0 \) is the initial value of the modal amplitude in the ringdown response; see Fig. 4. Using this solution in the expression for \( \dot{\phi} \) in Eq. (3b), we obtain the solution for the resonator phase

\[
\phi(t) = \frac{3\gamma}{4a_0 \Gamma_2} \left( 1 - \frac{10\beta \Gamma_1}{3\Gamma_2} \right) \ln(g(t)) + \frac{5\beta a_0^2}{8a_0 \Gamma_2} \frac{g(t) - e^{-2\Gamma_1 t}}{g(t)},
\]

where we omit the initial resonator phase since it is determined by an arbitrary choice of \( t = 0 \).

The existence of closed-form solutions for the resonator amplitude and phase allows us to develop a ringdown-based technique for estimating the resonator parameters, including conservative and dissipative nonlinear coefficients.

It is worth mentioning a possible origin of the nonlinear dissipation in MEMS resonators. According to the microscopic theory of dissipation discussed in [34], nonlinear friction is an essential consequence of the nonlinear interaction of the primary resonant mode with phonons, as is also the case for linear friction. For high-Q resonators, the adequate description of nonlinear friction is in fact given by Eq. (3a); in the phenomenological picture, the term \( \alpha \Gamma_2 \) can come either from the friction force of the form of \( q^2 \dot{q} \) or \( q^2 \), or from their combination. If the phonons that lead to the relaxation are in thermal equilibrium, there is an interrelation between the nonlinear friction coefficient \( \Gamma_2 \) and the intensity of the noise \( \eta(t) \) [14], similar to the familiar interrelation between \( \Gamma_1 \) and the intensity of the additive noise \( f(t) \).

D. Characterization Technique and Experimental Results

The shape of the vibrational envelope during the ringdown response, when assumed to obey Eq. (4), differs from a simple exponential form at moderate amplitudes, and the effect becomes stronger as the initial amplitude increases, as shown in Fig. 5. When the resonator rings down, its amplitude decreases and the effect of \( \Gamma_2 \) on the vibrational envelope becomes weaker. In the final part of the ringdown response, the resonator motion is essentially independent of \( \Gamma_2 \), the resonator energy decays exponentially, and the parameter \( \Gamma_1 \) can be obtained, see Fig. 5. The deviation of the actual ringdown envelope at large amplitudes from the exponential decay characterized by \( \Gamma_1 \) contains the information about the magnitude of the nonlinear damping coefficient. Analysis of equation Eq. (4) shows that the maximum of this deviation (on the logarithmic scale) is \( \Delta = \ln\left(a_0/[\alpha(t) \exp(\Gamma_1 t)]_t\to\infty\right) = (1/2)\ln(1 + \Gamma_2 a_0^2/4\Gamma_1) \), which can be used to estimate the magnitude of \( \Gamma_2 \).

For the analysis, the amplitude-dependent frequency of the recorded ringdown data was shifted down by mixing with the signal at the frequency of the self-sustained oscillations.
prior to the ringdown, \( \omega_{Qx} = \omega_0 + \Delta \omega(a_0) \), and passed through a low-pass filter, [1]. Note that frequency \( \omega_{Qx} \) was captured by the lock-in amplifier just before the ringdown. We then construct the filtered quadratures, \( q_3(t) \) and \( q_5(t) \), and compute the measured resonator amplitude as \( a_m(t) = \sqrt{q_3^2(t) + q_5^2(t)} \). The \( a_m(t) \) curve is then fitted to the form described in equation Eq. (4) using a least squares fit, from which we estimated coefficients \( \Gamma_1 \) and \( \Gamma_2 \), see Table I.

According to Eq. (3b) the resonator frequency changes along the ringdown response as \( \omega(t) = \omega_0 + (3/\omega_{Q0})a^2(t) + (5\beta/16\omega_0)\Delta t(t) \). This behavior of the vibration frequency corresponds to decay along a backbone curve in the amplitude-frequency space. The effects of \( \beta \) and \( \gamma \) diminish as the resonator enters its linear regime and the modal friction approaches \( \omega_0 \). In order to estimate \( \omega_0, \gamma \) and \( \beta \) from a single ringdown response, we analyze the sequence of the zero-crossing times \( t_i \) in the resonator response, i.e., the points that satisfy \( q(t_i) = 0 \) [35]. During the resonator ringdown, the vibration amplitude and frequency are not constant, but change smoothly in time (ignoring the effects of noise). Based on this, we partition the ringdown response into \( N \) intervals of length \( 2\pi/\omega_0 \ll \Delta t \ll \Gamma_1^{-1} \). We assume that the vibration amplitude and frequency remain essentially fixed within each interval, but change in a discrete manner from one interval to the next. Of course, the frequency is a smooth function of time; our procedure corresponds to a discretization of this function. In this spirit, we define the vibration period associated with \( k \)-th time interval as \( T_k = 2(t_{k,n_k} - t_{k-1})/(n_k - 1) = 2\pi/\omega_k \), where \( t_{k,i} \) is the \( i \)-th zero-crossing point and \( n_k \) is the number of zero-crossing points within the \( k \)-th interval. Extracted values of the vibration period \( T_k \) are shown in Fig. 6 for \( N = 50 \).

As expected, the value of the vibration period at the beginning of the ringdown, \( T_1 \), depends on the initial vibration amplitude \( a_0 \) due to amplitude-dependent frequency pulling. As the resonator motion decays, the vibration period changes in a monotonic (for \( \gamma \beta > 0 \) or if the initial amplitude is below the inflection point) or non-monotonic (for \( \gamma \beta < 0 \) and the initial amplitude above the inflection point) manner and gradually saturates to \( T_{\infty} \), from which we estimated the linear resonant frequency to be \( f_0 = 1.218 \) MHz. After obtaining the vibration period (and frequency) as a function of time, we estimate the resonator Duffing and quintic nonlinearities by fitting the amplitude-dependent frequency shift \( \Delta \omega(a) \) to the form described by Eq. (3b) using a least squares method, see Table I. Fig. 6 shows that the expected behavior of the vibration period based on the extracted values of \( \omega_0, \gamma \) and \( \beta \) is in a good agreement with experimental data. The discrepancy between these two results at large vibration amplitudes is an artifact of the ringdown discretization that was used to obtain \( T_k \). On the other hand, when the resonator amplitude decays, we expect that measurement noise becomes the main source of the discrepancy. In fact, the analysis of the resonator ringdown in Fig. 4 shows that when \( q \sim 1 \) mV, the resonator response becomes completely random. This observation suggests that the standard deviation of the measurement noise is \( \sim 1 \) mV, which justifies the use of the noise-free model for characterization of the resonator parameters.

In this work we have estimated resonator nonlinear dissipative and conservative coefficients with respect to the resonator displacement recorded in units of voltage, see Table I. This representation of the resonator parameters is sufficient for correct modeling of the device dynamics, since Eq. (1) can always be properly scaled using the displacement-to-voltage transduction constant (determined for a particular detection scheme), so that \( q(t) \) is expressed in voltage units.

Importantly, the zero-crossing-based method presented here can be easily extended and used to capture the resonator stiffness nonlinearities of orders higher than 5. These higher-order nonlinearities will result in additional terms in Eq. (3b) that dictate the behavior of \( \Delta \omega(a) \). Clearly, this method, as compared with analysis using the response quadratures, [1], is accurate and very simple from a computational point of view, as it allows one to extract \( \omega_0, \gamma \) and \( \beta \) directly from the raw data without involving the Fourier transform of a signal that has a non-stationary and, generally, non-monotonic vibration frequency.

**III. Conclusion**

We have shown a method for estimating the deterministic parameters for the symmetric vibrational mode of MEMS resonator using a single ringdown measurement. This is a distinctive feature of this technique as compared to spectral methods, such as the frequency sweep. We have illustrated how to extract values of the linear and nonlinear friction coefficients from the shape of the vibration envelope and the modal natural

### Table I

<table>
<thead>
<tr>
<th>( a_0(\text{mV}) )</th>
<th>( \Gamma_1(s^{-1}) )</th>
<th>( \Gamma_2(s^{-1}V^{-2}) )</th>
<th>( \gamma(s^{-2}V^{-2}) )</th>
<th>( \beta(s^{-2}V^{-4}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>125</td>
<td>116.8</td>
<td>7893</td>
<td>1.12 \times 10^{12}</td>
<td>-2.2 \times 10^{13}</td>
</tr>
<tr>
<td>165</td>
<td>122.4</td>
<td>8479</td>
<td>0.93 \times 10^{12}</td>
<td>-2.64 \times 10^{13}</td>
</tr>
<tr>
<td>225</td>
<td>119</td>
<td>6011</td>
<td>1.05 \times 10^{12}</td>
<td>-2.07 \times 10^{13}</td>
</tr>
</tbody>
</table>

Fig. 6: Vibration period of the resonator during the ringdown as a function of time for different values of initial amplitude. Due to amplitude-dependent frequency pulling, the period varies with time allowing characterization of \( \omega_0, \gamma \) and \( \beta \) from a single measurement. Discrete dots represent extracted values of the vibration period \( T_k \) during the ringdown response (error bars \( \sim 10^{-11} \) s, not shown). The solid lines represent the expected behavior of the vibration period based on the extracted values of \( \omega_0, \gamma \) and \( \beta \).
frequency and the conservative nonlinearity from the ringdown zero-crossing times. A key to the method is that the vibrational amplitude is affected only by the dissipation parameters, while the frequency and phase are additionally affected by the conservative nonlinearity, thereby uncoupling the characterization process. Another advantage of the characterization method is that the electronics that are responsible for the resonator drive do not affect the ringdown process and, as a result, do not contribute uncertainties to the characterization process. Ongoing work in this area is considering use of the measured fluctuations in the amplitude and the zero-crossing times in order to characterize the additive and multiplicative modal noise processes, and varying the DC bias to distinguish and characterize the mechanical and electrostatic forces.

ACKNOWLEDGMENT

The authors would like to thank the staffs at SNF for their help during the fabrication process.

REFERENCES


Pavel M. Polunin received the B.S. degree in automation from Bauman Moscow State Technical University, Moscow, Russia, in 2009, and the M.S. degree in mechanical engineering from Michigan State University, East Lansing, MI, USA, in 2013, where he is currently pursuing the Ph.D. degree with the Department of Mechanical Engineering, and the Department of Physics and Astronomy. His research interests include nonlinear dynamics of MEMS resonators and sensors, noisy systems, reduced order analysis, system modeling, and parameter characterization from design and experiments.
Yushi Yang received the Bachelor's degree in mechanical engineering from Purdue University, West Lafayette, IN, USA, and Shanghai Jiao Tong University, Shanghai, China, in 2011, and the M.S. degree in mechanical engineering from Stanford University, Stanford, CA, USA, in 2013, where she is currently pursuing the Ph.D. degree with the Department of Mechanical Engineering. Her research interests include studying the nonlinear behavior of bulk-mode MEMS resonators, and analyzing the phase noise performance of MEMS oscillators under large driving conditions.

Mark I. Dykman received the M.S. degree from Kiev State University in 1972; the Ph.D. degree from the Institute of Metal Physics, Ukrainian Academy of Science, in 1973; and the Higher Doctorate degree from the Institute of Semiconductors, Ukrainian Academy of Science, in 1984, all in physics. He was at the Institute of Semiconductors, Kiev, from 1972 to 1991, and Stanford University from 1992 to 1994, and has been with Michigan State University since 1995. He has held visiting appointments as a Professor of Physics at Lancaster University, U.K.; an EPSRC Visiting Research Fellow, U.K.; and a Visiting Scholar with the NASA Exploration Systems Directorate. He is a Professor of Physics with Michigan State University. His major areas of interest include condensed matter physics, nonlinear dynamics, transport phenomena, statistical physics far from thermal equilibrium, and quantum computing. He serves on the Editorial Board of *Fluctuations and Noise Letters*. He is a Fellow of the American Physical Society.

Thomas W. Kenny received the B.S. degree from the University of Minnesota, Minneapolis, MN, USA, in 1983, and the M.S. and Ph.D. degrees from the University of California at Berkeley, Berkeley, CA, USA, in 1987 and 1989, respectively, all in physics. From 1989 to 1993, he was with the Jet Propulsion Laboratory, National Aeronautics and Space Administration, Pasadena, CA, where his research focused on the development of electron tunneling high-resolution microsensors. In 1994, he joined the Department of Mechanical Engineering, Stanford University, Stanford, CA, where he directs microsensor-based research in a variety of areas, including resonators, wafer-scale packaging, cantilever beam force sensors, microfluidics, and novel fabrication techniques for micromechanical structures. He is the Founder and CTO of Cooligy Inc., Mountain View, CA, (currently, a Division of Emerson), a microfluidics chip cooling component manufacturer, and is the Founder and a Board Member of SiTime Corporation, Sunnyvale, CA, a developer of timing references using MEMS resonators. He is currently a Bosch Faculty Development Scholar and was the General Chairman of the 2006 Hilton Head Solid-State Sensor, Actuator, and Microsystems Workshop, and will be the General Chair of the upcoming Transducers 2015 meeting in Anchorage, AK, USA. From 2006 to 2010, he was on leave to serve as a Program Manager at the Microsystems Technology Office, Defense Advanced Research Projects Agency, Arlington, VA, USA, starting and managing programs in thermal management, nanomanufacturing, and manipulation of Casimir forces, and received the Young Faculty Award. He has authored or co-authored over 250 scientific papers, and holds 50 issued patents.

Steven W. Shaw received the B.A. degree in physics and the M.S.E. degree in applied mechanics from the University of Michigan in 1978 and 1979, respectively, and the Ph.D. degree in theoretical and applied mechanics from Cornell University in 1983. He is a University Distinguished Professor with the Department of Mechanical Engineering, and an Adjunct Professor of Physics and Astronomy with Michigan State University. He has held visiting appointments with Cornell University, the University of Michigan, Caltech, the University of California–Santa Barbara, and McGill University. His research interests include micro/nanoscale resonators for sensing and signal processing applications, and nonlinear vibration absorbers for automotive applications. He currently serves as an Associate Editor of the *SIAM Journal on Applied Dynamical Systems and Nonlinear Dynamics*. He is a Fellow of ASME, and recipient of the SAE Arch T. Colwell Merit Award, the Henry Ford Customer Satisfaction Award, the ASME Henry Hess Award, and the ASME N. O. Myklestad Award.