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Abstract

The production of &/ or Z boson in conjunction with jets is an interesting process in
its own right as well as a signal channel (and backgroundjrfany interesting standard
model and beyond standard model physics processes. Thekwigmatic range for
production ofW/Z + jets serves as a testing ground for perturbative QCD piedi;
both fixed order alone, and in conjunction with parton showiente Carlos. Final states
with 2,3,4 or more jets accompanying@/Z boson will be relatively common at the
LHC and will serve as an important part of the ATLAS physicsgsam. In this note, we
will concentrate orZ + jets final states.

The reconstruction of leptons and of missing transverseggrigecomes more com-
plex in the presence of a multi-jet final state. We will quintin this note, the recon-
struction differences with respect to those observed ilugive Z production. We will
calculate the rates faf plus up to five or more jets, and will compare predictions from
next-to-leading order perturbative QCD calculations (wetevailable) to those from lead-
ing order matrix element and parton shower Monte Carlo piogt The systematic and
statistical errors expected in the first inverse femtobdirdata will be compared to the
theoretical pdf uncertainties for the predicted crossicest



1 Introduction

In this note, we consider the triggering, reconstructiod analysis of events containingZaboson
plus jets in ATLAS. Due to a shortage of space, results wilgbeted only forZ + jets final states,
but with techniques applicable to the caseVof+ jets as well. We concentrate on channels with
decays into electrons and muons, ignoring for the momeist @@xcept to account for backgrounds
to the other decay channels). Much of the effort on the triggeand reconstruction of leptons is in
common with the inclusivéV/Z note [1]; thus, we do not reproduce all of the details fromt tiwte,
but rather comment on the impact of a multijet environmenth@se issues. Fully simulated signal
and background event samples are treated as pseudo-datpafizons of the reconstructed/corrected
guantities, when possible, are made to the generated Marte Gadron information (and in some
cases to parton-level information with parton-to-hadrorrections applied). Our primary end-results
are hadron-level cross-sections, similar to what will balable with the real ATLAS data. We present
expectations/yields/systematics scaled toZflan integrated luminosity that should be accumulated
within the first two years of running. Errors due to a misaaiton of the jet energy scale (JES) are
expected to be the dominant systematics for the deterramafiZ + jets cross-sections. We compare
the impacts of JES uncertainties of 1, 3 and 10% on the poeciditheZ + jets cross sections.

2 Reference Cross-Sections and Monte Carlo Datasets

Reference cross-sections are collected in [2], but we praéficuss here the cross-sections relevant
for this note. NLO is the first order at which tle+ jets cross-sections have a realistic normaliza-
tion (and realistic shapes for some kinematic distribi)di83]. The current state of the art for NLO
calculations is foiZ + 2 jets, although there is ongoing work for the calculati®3 et final states.
Cross-sections far + 0, 1 and 2 (3) jet final states can be conveniently calculatddD and NLO
(LO only) using the MCFM [4] program, and it is from this pregn that we determine our reference
cross-sections. The MCFM cross-sections were generaieg the CTEQ6.1 PDFs [5] and a renor-
malization/factorization scale ofé + p2 ,, with similar kinematic cuts on the leptons and jets as will
be described in Section 3.

2.1 Monte Carlo Datasets

Most of the Monte Carlo samples used in these studies areajedewith ALPGEN [6] interfaced
with HERWIG [7] using the leading order PDF set CTEQG6LL [8hélcross-sections are calculated
using a renormalization/factorization scalengf-+ p%z, equal to that used for the MCFM predictions.
The full datasets are obtained by merging sample& 6f0 up to 5 partons, weighted according to
the expected cross-sections, with an MLM [6] matching cytrat- 20 GeVY, and normalized to an
integrated luminosity of 1 fbl. All datasets correspond to exclusive samples, with thegtian of the
highest multiplicity sampleZ + 5 partons) which is inclusive. The samples correspond tddlcays,
Z—ete andZ — utu— . A generator-level filter requires one Monte Carlo jetpsf > 20 GeV
and|n| < 5.0 and two electrons/muons witiy > 10 GeV andn| < 2.7 in the event. PYTHIA [10]
signal and background samples are also produced, usingatigasd ATLAS underlying event tune.
PYTHIA Z — ete (Z — utu~), events are generated with a generator-level filter reguione
Monte Carlo electron (muon) withy > 10(pt >5) GeV and|n| <2.7(< 2.8). PYTHIAZ —» 11~

DA study of the uncertainty in predictions far+ jets final states from different matrix element + Monte Garilcula-
tions is given in Ref. [9].



events are generated with a filter requiring two electronstm withpy > 5 GeV andn| < 2.8. For
Z— 171" andZ — ete , the dilepton mass is required to be larger than 60 GeV. £AIQGD dijet
sample (3.3M events) with a minimum hard-scattering trars¥ momentum of 17 GeV is also used.

2.2 Correctionsfrom Parton to Hadron Leve

Cross-section measurements in data and LO/NLO prediction$o be compared at the hadron level
(particle level). Hence, the data have to be unfolded wisipeet to the detector response. For com-
parisons of data to NLO parton level predictions from MCFMher the data need to be corrected
to the parton level or the theory corrected to the hadror.l&¥e discuss the latter correction below
for the specific case & + jets (but which can also be applied without great error ®odase oW

+ jets). The MCFM predictions have to be corrected with respe the non-perturbative effects of
fragmentation and underlying event (UE). The fragmentadod underlying event corrections are
extracted using PYTHIA Monte Carlo samples by comparinghthéron level results, with the cur-
rent ATLAS underlying event tune, to corresponding resmtsamples in which fragmentation and
multiple-parton-interactions have been switched off. Thgections are determined by dividing the
hadron-level distribution of the observables from stadd@YTHIA by the respective distributions
from PYTHIA with the non-perturbative effects switched.ofo the extent to which the two partons
that can comprise a jet in MCFM mimic the effects of the pagbower in PYTHIA, the corrections
derived from the procedure above can be applied to the MCRppUb(3]. The hadronization correc-
tions depend in principle on both the type of jet algorithnd #me corresponding size parameter. For
jets with radius 0.4, the non-perturbative effects are onleskto be negligible fopr > 40 GeV/c. A
residual correction at the percent level is applied to theAMEross sections.

3 ParticleID and Trigger

We adopt as much as possible definitions and cuts in commdntétother notes, and in particular
with the inclusiveW /Z note [1], with comparisons to alternate definitions/cutewetrelevant. The
reconstruction algorithms in this note are not necessaplymal for the running conditions in the
first two years, but provide a reasonable baseline. We expdbier optimization as data become
available.

3.1 Electrons

The electron candidates are required to have- 25 GeV, and to lie in the randg| < 2.4, excluding
the barrel-to-endcap calorimeter crack region (37| <1.52). The electrons are required to fulffill
the medium electron-ID signatufé [11], which consists of requirements on the calorimetemsto
shape and the matched track. Theelection requires two electron candidates with an inmanaass
of 81 < mee < 101 GeV andAR > 0.2 between the electrors.

2)General criteria corresponding to tight and loose electbare also available, with tight(loose) resulting in a lowe
(higher) efficiency, and a smaller (larger) background.

3)No calorimeter isolation cuts are applied for these analysee to simulation problems, but will be in the actual data
analyses. There is an implicit isolation cut, however, enéén the trigger [12].



3.2 Muons

A muon candidate requires the combined reconstruction dfirzer detector track and a track in the
muon spectrometer [13]. Muons are required to have- 15 GeV andn| < 2.4, with the range 2 <

In| < 1.3 being excluded. Isolation is applied by requiring the gpeateposition in the calorimeter
to be less than 15 GeV in a cone&iR = 0.2 around the extrapolation of the muon track. Two muon
candidates are selected with an invariant mass of 81,,, < 101 GeV.

3.3 Jets

For the analyses in this note, we use jets clustered withtémelard ATLAS Seeded Cone algorithm
with a radius ofR = 0.4 (appropriate for the complex final states expected for th#ijet envi-
ronments explored in this note), built from calorimeter éosv — e" e~ analysis) and topological
clusters? (Z — utp~ analysis), and calibrated to the hadron level. A detaileghmarison with
other jet algorithms, including thier algorithm, is beyond the scope of this note. The lepton and
jet candidates must be separatedARy; > 0.4. It is required that the jet transverse momentum be
pr > 20 GeV in the rangén| < 3.0. The cross-section measurements themselves are prepdyed
for jets with pt > 40 GeV.

3.4 Trigger Paths

The trigger selection used here is the same as that used imclhsive analyses [1]. In the electron
channel,Z — eTe™ + jets events are required to pass the isolated dielectiggetr or the isolated
single-electron trigger. In the muon channél- u™ u~ + jets events are required to pass the isolated
dimuon trigger. The trigger efficiencies at the first, secand event filter levels are evaluated as
a function of the jet multiplicity. The trigger efficiency @so studied as a function of the overall
hadronic activity, thepr of the leading jet and th& transverse momentum. For this purpose, the
generated Monte Carlo information and the data driven tafypmobe method are compared. Good
agreement between the two methods is found. The overalietrigfficiency, with respect to that for
the off-line cuts, for the inclusive analysis is comparethtt obtained here. It is found that the trigger
efficiency for theZ+jets analysis is, in general,5l— 2% lower than that of the inclusive sample.

4 Measurement of Z + Jets Cross-Sections

4.1 Introduction

This Section discusses the study of the inclu&iye: €7 e, u™ u~) + jets cross-sections as a function
of the jet transverse momentum and jet multiplicity. Theyskedata is compared with LO and
NLO perturbative QCD predictions. These analyses will bedu$n addition, to validate the event
generators which are used to predict #{gV)+jets backgrounds for searches in ATLAS.

In order to prepare the measurement, we use fully-simukitgthl and background Monte Carlo
events as pseudo-data, with which we perform all steps cdtlad¢ysis. In some cases, we also com-
pare the predictions of fully simulated signal Monte Catssrom different event generators. The
goal of the analysis simulation is to validate the lepton ghdeconstruction in high jet multiplicity
events, develop the necessary analysis techniques (urgploiackground subtraction) and evaluate
the statistical and systematic limitations in terms of jmgbthe QCD predictions. Two separate,

4 Topological clusters are groups of calorimeter towersbeated back to approximately the hadron level.
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Z—ete + > ljet Z—ete + > 2jets Z—ete + > 3jets
Process xsec | fraction xsec | fraction xsec | fraction
Z—e"e | 23520t145| 91.9+0.8 4894145 87.9£1.3 900+15 80.0+2.4
QCD jets 1545+89 6.0£0.4 33642 6.0+0.8 78+20 6.9+1.8
tt 496+28 1.9+0.1 333t23 6.0+0.4 146+15 13.0:1.4
Z ottt |  3.2+1.2 | 0.01£0.005| (0.67+0.25) | (0.01:0.005) | (0.1:0.05) | (0.01:0.005)
W — ev (28+£13) | (0.140.05) | (5.9+2.6) | (0.1+0.05) | (1.14+0.5) | (0.140.05)

Table 1: The accepted cross-sections (in fb) and the camelipg surviving fractions (in %) from
signal and background in tie— e"e™ + jets analysis, after applying the cuts outlined in Section 3
The jet transverse momenta are required to be greater th@e¥0 The numbers in brackets are
extrapolated from results obtained for a lower jet multipjt

but related, studies are performed on the feasibility ofzhe ee~ and theZ — u*u~ channels
(Sections 4.2 and 4.3).

42 Z—ete +Jets
4.2.1 Signal and Background Distributions

The presence of additional jets in the event has an impadi@kihematics of both the leptons and
jets. The distributions of electropy, jet pr, AR between electrons and the minim&R between
each electron and the jets (for different jet multiplicili@re studied using fully-simulateti— ete~
samples. As expected, the electrons are more boostedr(largand lowerAR between electrons)
in events with jets, and the distance between electronsaad@comes smaller in high-multiplicity
events. The average jpt increases with the number of jets. Due to the OR of the sinigietren
and dielectron trigger channels used in this analysis, #igjemcy loss of the isolated electron trig-
gers for large jet multiplicities has only a negligible ingha The totalZ reconstruction efficiency
(offline+trigger) is stable with respect to both the jet nplitity and the transverse momentum of the
leading jet.

4.2.2 Background Estimation

The most important backgrounds to the— e"e~ + jets signal are processes with real electrdahs (
W —ev,Z— 1t17) and QCD jet production. Statistics of the QCD backgroundsa are increased
by applying a very loose electron selection and then reviigighhe events with the additional rejec-
tion factor for the final electron ID. The combined distriloat of the invariant mass for signal and
background events is shown in Fig. 1(a) for the- 1 jet inclusive cross section. Table 1 gives an
overview of the accepted cross-section expected from MGaté from signal and backgrounds for
several jet multiplicities. With increasing jet multiglig, tt replaces QCD as the dominant background
source. The errors displayed in the Table are of statistiaflre only. Systematic errors stemming
from the QCD reweighting, and from comparing the resultsifiéaent generators, are not included
in this Table. Eventually, the QCD background will be detiered with data driven methods. The
simulation of thett background will also have to be validated separately wita.dgigures 1(b)-(d)
show the distribution of signal and backgrounds for the lasges (jet multiplicity andorje,).
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Figure 1: The distribution of the dielectron mass for sigaad background for (& — ete + > ljet,;
the number of events with N jets (pr > 40 GeV) (b) and of ther of the leading (c) and the next-
to-leading (d) jet for[ Ldt = 1fb~1.

4.2.3 Unfolding of Detector Effects

The reconstructed data have to be unfolded from the detksstelrto the hadron level, correcting for
efficiency, resolution and non-linearities in electron gtdeconstruction. In this note, the individual
unfolding corrections are assumed to factorize in leadpgy@imation, and the individual contribu-
tions are investigated separately. For the data analys&spproach will be used consisting of unfold-
ing the combined impact of jet reconstruction efficiency g@desolution in a bin-by-bin unfolding
procedure. Since the dominant correction (electron effayigis independent of the jet transverse mo-
mentum, the difference between the two approaches shouidriimal. The corrections are derived
with fully-simulated Monte Carlo. The simulation of the glibration and resolution will have to be
validated with real data.

The event weight is corrected for the electron reconswadatificiency. Since this is the dominant
correction and since it varies strongly with both pseudioligpand with the transverse momentum



of the electron, the correction is derived as a function ef generatedn| in four bins of gener-
ated pr. The event weight is also corrected for the global efficiefaythe electron trigger with
respect to the offline selection, determined as;ig# (99.63+0.11)%. The errors on deriving this
efficiency, stemming from the limited Monte Carlo statisfi@are taken into account as systematic
errors for the unfolding procedure. The jet observablescareected for shifts in the measured jet
energy scale (mainly non-linearities at Iqgw), the jet energy scale resolution and the jet reconstruc-
tion efficiency. All corrections are derived for ten binspa with a comparable number of events
in each bin in order to avoid large statistical fluctuatioriie jet pt scale and resolution are de-
termined using a matching window of tidR distance between the Monte Carlo and reconstructed
jets,AR(MC —recojet) < 0.2 and the ratio of the reconstructed to the generated Monte {&& pr,

0.5 < pr(reco)/pr (MC) < 1.5. The jet reconstruction efficiency is determined as thetifsa of the
Monte Carlo jets which are matched to reconstructed jet$ymgpthe same requirements. As ex-
pected, the largest bias is observed for low valuepr@f. The impact of the resolution is derived by
comparing thepr distribution of the Monte Carlo jets before and after a geussmearing with the
resolution as determined above. A global average correétiothe two effects of @84+ 0.005 is
determined for jets witlpr > 40 GeV.

The reconstructed jepr is corrected with the jet energy scale corrections, and tlemteis
weighted for each required jet with the correction for e#figy-loss in reconstruction, and the over-
population due to the jegpr resolution. The unfolding corrections are validated by paring the
distributions of the Monte Carlo jet variables with the esponding ones for corrected reconstructed
jets. Within the statistical and systematic errors, pyedistributions of the Monte Carlo jets and
corrected reconstructed jets are in agreement, thus tialidéoe unfolding corrections.

4.2.4 Background Subtraction

TheZ — t+17, tt andW — ev backgrounds are subtracted using the Monte Carlo estifagesn
also be done for the collision data. Special care has to lreisgd in validating the differential cross
section for theat background, since it is the dominant background sourceafgeljet multiplicities.
Data-driven approaches to extract thebackground are being developed. The QCD background is
subtracted by weighting all events with a global factorcakdted as 1 - QCD-fraction (as in Tab. 1).
For the final simulation of the measurement, signal and backgl samples are combined and un-
folded to the hadron level, as described above.

43 Z— utu + Jets

The impact of a high jet multiplicity environment on the leptreconstruction efficiency is also in-
vestigated for the case of the muon channel, and the measote&fZ + jets final states discussed
using similar techniques as discussed for the electronnehiam Section 4.2.1. Muon reconstruction
efficiencies for different isolation requirements are afs@stigated.

4.3.1 Background Estimation

The important backgrounds for tie— u*™u~ + jets analysis are processes of similar topologies
(tt, W — uv, Z — ttr7) with real muons, and QCD multi-jet production. Ry W — uv
andZ — 171~ PYTHIA and ALPGEN Monte Carlo samples are used. It can berasduhat the
dominating QCD dijet contribution of highly energetic msaare from decays dfb mesons. Monte
Carlo samples generated with PYTHIbA(— p*u~) are thus used to increase the muon background
statistics. Within th&Z mass window, the dominant background is from top pair prtdnc
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4.3.2 Signal and Background Distributions

Muons fromZ — u*u~ are highly energetic and isolated. For low jet multiplie#tjbb production,
with semileptonicb decays into muons, is the dominant background source. Iteaefficiently
suppressed by an isolation cut which requires the energgsiteg in the calorimeter in a cone of
AR = 0.2 around the muon to be less than 15 GeV. The cut is optimizeld that it maximizes
the background suppression without introducing a bias énrétonstruction efficiency for high jet
multiplicities. Table 2 shows the accepted cross-sectams the surviving fraction of signal and
background for different jet multiplicities using PYTHIAwd ALPGEN for the background determi-
nations. FoZ — u*u~—+ > 3jets events, the background fraction increases to 13% (PYTHIA)
and 20% (ALPGEN). The lower rate predicted by PYTHIA for- |1+3 jets is due to the third jet
being produced by the parton shower instead of the hardxred&inent used in ALPGEN.

Figure 2 shows the inclusive jet multiplicity for the sigraald backgrounds simulated with the
PYTHIA (a) and ALPGEN (b) Monte Carlo data samples. Figur@-2{) shows the distributions for
signal and background for the leading and next-to-leadatg $imulated with PYTHIA (c),(e) and
ALPGEN (d),(f). In general, the top background is largemirdLPGEN than from PYTHIA, with
the difference being a reasonable estimate of the uncgrtain

Z— ptu+ > 1jet Z— Uty + > 2jets Z— putu +>3jets

Process xsec | fraction xsec | fraction xsec | fraction
PYTHIA

Z— ;1*;1’ 72819:784 | 96.9+1.0 | 11660+314 | 89.4+2.4 | 1974+129 | 87.7+2.5

W — uv 0+183 0.0+0.2 0+31 0.0+0.2 0+5 0.0+0.2

QCD(bb) 1225:541 | 1.6£0.7 | 599+304 | 4.6+2.3 0+113 | 0.045.0

tt 11414110 1.5+0.1 789+92 6.0+0.7 277+54 12.3+2.4

total background| 2366+582 | 3.1+0.7 | 1388+319 | 10.6+2.4 | 277+125| 12.3+:5.5
ALPGEN

Z— ;1*;1’ 59408644 | 96.1+1.0 | 12568276 | 88.7+1.9 | 2446+100 | 79.6+3.3

W — uv 22+20 0.0+0.0 0+17 0.0+0.1 0.0+0.4 0.0+0.1

QCD(bb) 1225:541 | 1.6£0.7 | 599+304 | 4.6+2.3 0+113 | 0.045.0

tt 1163+159 1.9+0.3 1008+150 7.1+£1.0 626+119 | 20.4+-3.9

total background| 2310t564 3.9+0.9 16074339 | 11.3+2.3 626+164 | 20.4:5.4

Table 2: The accepted cross-sections (in fb) and the camelspy surviving fractions (in %) from
signal and background in the— u™u~ +jets selection for different jet multiplicities, after dpimg
the cuts outlined in Section 3. The transverse momentunoigeequired to be greater than 40 GeV.

4.4 Comparison of Event Generatorsand MCFM at the Hadron L evel

We consider the comparison of theory and measurement fordteally well-defined quantities:
the inclusive cross-section f& — ¢/+ > ljet, Z — 0+ > 2jets andZ — ¢¢+ > 3jets and the
differential cross-sections with respect to fleof the leading and the next-to-leading jets. The MCFM
predictions are corrected for the residual energy loss dugoh-perturbative effects for jets with
pr > 40 GeV, determined from the current PYTHIA tune of underdy&vent and fragmentation as
0.98+£0.01 forZ — ¢+ > 1jet, 0.98:0.02 forZ — ¢¢+ > 2jets and 0.9%0.06 forZ — ¢¢+ > 3jets.
PDF uncertainties on the MCFM predictions are calculatéoute complete set of error PDFs from
the CTEQG6.1 PDF set. The inclusive PYTHIA and ALPGEN- /¢~ samples are normalized to
the NLO inclusive MCFMZ — ¢/~ cross-section at the generator level.
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Figure 2: Distributions ofZ — pu*u~ signal and background jet multiplicities, with backgroand
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In order to provide higher statistics for the backgroundedwaination, the background events in an
invariant mass window of 51 131 GeV, are scaled down for an invariant mass window of-81
101 GeV.



Figures 3(a)-(c) show the comparis®nof the distribution of the observables (jet multiplicities
and thepy of the leading and next-to leading jets) at the hadron levelMLPGEN and PYTHIA
Monte Carlo with LO and NLO MCFM calculations. The fully sitated ALPGEN and PYTHIA
samples are unfolded to the hadron level as described imo8ekt®.3. The error bars are calculated
only from intrinsic Monte Carlo quantities as the quadratien of statistical errors from the Monte
Carlo sample size and the systematic errors from the umiglclorrections derived from Monte Carlo.
The shape of the jgbr distribution predicted by ALPGEN agrees well with the shapedicted by
MCFM. Due to the tuning of the leading soft radiation in thetpa shower, PYTHIA predicts a larger
inclusive cross-section f& — e"e 4 > ljet but a clearly softepr spectrum.

As a further step towards real ATLAS data, the systematiorerare adjusted to the values ex-
pected from the collision data and propagated to the medsuoss-section. Figure 3(d) shows the
relative systematic uncertainty on the cross-sectiomiatized to 1) expected for different uncertain-
ties on the jet energy scale for the production @hwith 1-4 jets fpr > 40 GeV). Since the difference
between the LO and NLO cross-section predictions (for thergrenormalization/factorization scale
choices) are on the order of 30%, with a 3% uncertainty ondghenergy scale, we are still able to
differentiate between LO and NLO predictions, whereas waitterror of 10% on the jet energy scale
this is not possible. For comparison, the statistical egsqrected for the 4 jet bin is of the order of
5% (correspondingly less for the lower jet multiplicitiem)d the PDF uncertainty for all jets bins is
less than 5%. The uncertainty on the jet energy resolutighitarimpact on the unfolding procedure
is an additional source of systematic error on the crosesemeasurement. They are investigated
for jet resolutions up to two times the ones currently exge:cAn uncertainty of 50% on the jet reso-
lution propagates to an error of 2-4% on the- e"e”+ > ljet cross-section measurement. A wrong
assumption of the jgbr distribution in calculating the unfolding correctionsinghe jet energy res-
olution can also lead to a systematic shift in the crosseaeecheasurement. A comparison between
the unfolding corrections derived from PYTHIA and from ALEQ® yields a systematic uncertainty
of up to 1.5 %.

5 Conclusions

Final states containing + jets will serve as one of the standard model benchmarkshfgsips analy-
ses at the LHC. These states form the signal channels (aasubié backgrounds) for known standard
model processes such tasproduction, as well as beyond standard model signals sushpssym-
metry. In the first inverse femtobarn, ATLAS will observe mahan 30 + four or more jets (with
pr > 40 GeV/c) in both the dielectron and dimuon channels. Thatewill be triggered by the
presence of the energetic decay lepton fromaheThe presence of additional jets in the events will
tend to boost th&, and thus the decay leptons, to higher transverse momeigading to a larger
acceptance. The presence of the jets will also tend to mefjatiffect the lepton analysis cuts, such as
on isolation. The two effects roughly cancel out, resulimgptal efficiencies in general a few percent
lower than for the inclusive analyses.

Z—ete ,utu- +jets events suffer from backgrounds involving real elmtsrand muons (from
tt, Z — 171~ andW — ev(uv) and from backgrounds involving fake electrons and muons@t
production). The former can be reliably estimated fromentrMonte Carlo predictions, although in
situ verification with data will be needed, while the lat@galing with rare fluctuations of large cross-

5)For reasons of space, we restrict ourselves to comparisothe telectron channel. Equivalent results have been ob-
tained for the muon channel, using a different jet recorsivn technique (topological clusters) and a differentoloiihg
technique.
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Figure 3: The inclusive jet cross-section for the— ete~ analysis as a function of jet multiplicity

is shown in (a); thept of the leading jet (b) and of the next-to-leading jet (c) aneven for the
unfolded PYTHIA and ALPGEN Monte Carlo predictions and fo€FM for an [ Ldt = 1fo~L. In

(d), the relative systematic uncertainties on the crosese(normalized to 1) are shown for different
uncertainties on the jet energy scale. All jets are requivdthve a transverse momentum greater than
40 GeV.

section processes can only be crudely estimated from duvtente Carlo simulation. An estimate
for the QCD background is made from the existing Monte Cavlene samples, and a scheme to
determine the background from the real data is outlinedhigriote, lacking data, we have compared
background predictions from PYTHIA and ALPGEN(+HERWIGhd backgrounds increase with
jet multiplicity, with tt being the largest background for high jet multiplicities\dawith QCD jet
production dominating the background for low jet multiiies. The backgrounds fW — ev, uv
+ jets events result from similar sources as for zhease (with theZ — ete, u™u~ background
replacing thaV — ev(uv) one). With the cuts used in the analyses presented in thés the\W and
Z + jets signal is substantially larger than the sum of the pamknds, while maintaining reasonable
efficiency. Experience with actual data will help to imprdkes discrimination further.

In this note, we have considered cross-section measursrfagrtheoretically well-defined quan-
tities. The cross-sections fav /Z + jets in ATLAS will be quoted at the hadron level, correcteddll
detector measurement effects. An unfolding techniquen fiftve detector to the hadron level, which
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can be used with actual data as well as with fully simulateschtdcCarlo events, is developed for this
note. The corrections from parton to hadron level, necgdsarcomparisons to parton level predic-
tions, have also been determined. The two main non-petivebeffects, due to the underlying event
and to the jet fragmentation, result in corrections in offpadirections that partially cancel, and in
any case are expected to be at the percent level for traesvementum larger than 40 GeV.

The dominant systematic error in the cross-section meamnes will be due to the uncertainty
in the jet energy scale. We have considered the impact ohgigg scale uncertainties of 10%, as
expected in the very early running, of 3%, as might be acki@fter 2 years of running, and of 1%,
an optimistic goal after the detector is well-understood.
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