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Abstract

We report on a determination of the strong coupling condtant a fit of QCD
predictions for six event-shape variables, calculateceat-to-next-to-leading
order (NNLO) and matched to resummation in the next-toitegtbgarithmic
approximation (NLLA). We use data collected by ALEPH at cerdaf-mass
energies between 91 and 206 GeV. We also investigate thefrioéelronisation
corrections, using both Monte Carlo generator predictanms analytic models
to parametrise non-perturbative power corrections.

1. INTRODUCTION

Event-shape observables describe topological propertieadronic final states without the need to de-
fine jets, quantifying the structure of an event by a singl@snee. This class of observables is also
interesting because it shows a rather strong sensitivityatironisation effects, at least in phase-space
regions characterised by soft and collinear gluon radiatichich correspond to certain limits for each
event-shape variable.

Event-shape distributions infe~ annihilation have been measured with high accuracy by a num-
ber of experiments, most of them at LEP at centre-of-masgy@Esebetween 91 and 206 GeV [1, 2, 3,
4,5,6,7,8,9, 10, 11, 12, 13, 14, 15]. Mean values and higt@mments also have been measured by
several experiments, most extensivelyJ&E [16, 17] andOPAL [7].

For a long time, the theoretical state-of-the-art desicnipdf event-shape distributions over the full
kinematic range was based on the matching of the next-thiigdogarithmic approximation (NLLA)
[18] onto the fixed next-to-leading order (NLO) calculatifi®, 20, 21]. Recently, NNLO results for
event-shape distributions became available [22, 23, 2d]ead to the first determination of the strong
coupling constant using NNLO predictions for hadronic éxahapes ire™e~ annihilations [25]. Soon
after, the matching of the resummed result in the next-aolifgg-logarithmic approximation onto the
NNLO calculation has been performed [26] in the so-called?-matching scheme [18]. Based on these
results, a determination of the strong coupling constaimgusatched NNLO+NLLA predictions for
hadronic event shapes has been carried out [27], togethieravdetailed investigation of hadronisation
corrections. Next-to-leading order electroweak coroetito event-shape distributionsdfie~ annihi-
lation were also computed very recently [28].

A similar NNLO+NLLA study based odADE data was done in [29], while other NNLO determi-
nations ofas (M) based on only the thrust distribution were presented in33Q,

Apart from distributions of event-shape observables, arealso study mean values and higher
moments, which are now available at NNLO accuracy [32, 33hnidnts are particularly attractive in
view of studying non-perturbative hadronisation cor@utsi to event shapes. In ref. [34], NNLO per-
turbative QCD predictions have been combined with nondpleative power corrections in a dispersive
model [35, 36, 37, 38]. The resulting theoretical exprassioave been compared to experimental data



from JADE and OPAL, and new values for both(Mz) and «y, the effective coupling in the non-
perturbative regime, have been determined.

The two approaches — estimating the hadronisation coorectly general purpose Monte Carlo
programs or modelling power corrections analytically —dshight on the subject of hadronisation cor-
rections from two different sides and lead to some intemngstisights which will be summarised in the
following.

2. THEORETICAL FRAMEWORK

We have studied the six event-shape observables thr[82] (respectivelyr = 1 — T'), heavy jet mass
My [40], wide and total jet broadeningy, and By [41], C-parameter [42, 43] and the two-to-three-jet
transition parameter in the Durham algorithij,[44, 45]. The definitions of these variables, which we
will denote collectively ag in the following, are summarised e.g. in [23].

2.1 event-shapedistributions
The fixed-order QCD description of event-shape distrilmgistarts from the perturbative expansion
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and whereA, B andC are the perturbatively calculated coefficients [23] at LQCNand NNLO.

All coefficients are normalised to the tree-level crossieact, for ete~ — ¢g. For massless
quarks, this normalisation cancels all electroweak cogpfactors, and the dependence of (1) on the
collision energy is only through, andz,. Predictions for the experimentally measured event-shape
distributions are then obtained by normalisingrt@q as

1 do 0o 1 do

Ohad d_y(:%Q”u) - Uhad(QaM) U_O d_y(:%Q”u) . (2)

In all expressions, the scale dependenceaf determined according to the three-loop running:
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whereL = 2 ln(u/A%”)) and; are theMS-scheme coefficients listed e.g. in [23].

We take into account bottom mass effects by retaining theslessNy = 5 expressions and
adding the difference between the massless and massived 8laD coefficientsA and B [46, 47, 48,
49], where a pole b-quark massmaf, = 4.5 GeV was used.

In the limit y — 0 one observes that the perturbative contribution of ordeto the cross section
diverges likea? L?*", with L = —In y (L = —1In(y/6) for y = C). This leading logarithmic (LL)
behaviour is due to multiple soft gluon emission at higheteos, and the LL coefficients exponentiate,
such that they can be resummed to all orders. For the evapesbbservables considered here, and
assuming massless quarks, the next-to-leading logadtfiiiL) corrections can also be resummed to
all orders in the coupling constant.

In order to obtain a reliable description of the event-shdip&ibutions over a wide range iy it
is mandatory to combine fixed order and resummed predictibiosvever, in order to avoid the double
counting of terms common to both, the two predictions havestonatched onto each other. A number
of different matching procedures have been proposed initdrature, see e.g. Ref. [50] for a review.



The most commonly used procedure is the so-cdalle®-matching [18], which we used in two different
variants for our study on, [27]. For more details about the NLLA+NNLO matching we rettee reader
to Ref. [26].

2.2 Moments of event-shape observables
Thenth moment of an event-shape observapls defined by

1 fymax  do
ny n"( \ 4
(y") p— /O vy Y (4)

whereymayx is the kinematically allowed upper limit of the observabkor moments of event shapes,
one expects the hadronisation corrections to be additigd that they can be divided into a perturbative
and a non-perturbative contribution,

") =" )pt + Y )up (5)

where the non-perturbative contribution accounts for baidation effects.

In ref. [34], the dispersive model derived in Refs. [35, 3B, 38] has been used to estimate hadro-
nisation corrections to event-shape moments by calcglaalytical predictions for power corrections.
It introduces only a single new parametegy, which can be interpreted as the average strong coupling in

the non-perturbative region:

1 23
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where below the IR cutoff,; the strong coupling is replaced by an effective couplingis Hispersive
model for the strong coupling leads to a shift in the distitns

do _ dopt
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where the numerical factat, depends on the event shape, whilés believed to be universal and scales
with the centre-of-mass energy likg /Q. Insertion of eq. (7) into the definition of the moments leads
to
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From this expression one can extract the non-perturbatedigions for the moments gf To combine
the dispersive model with the perturbative prediction atltlINQCD, the analytical expressions have
been extended [34] to compensate for all scale-dependems & this order.

3. DETERMINATION OF a; AND oy
3.1 «, from distributions of hadronic event shapes

We have used the six event-shape observables listed imiséctfor our fits. The measurements we use
have been carried out by ta¢. EPH collaboration [1] at eight different centre-of-mass efesdetween
91.2 and 206 GeV. The event-shape distributions were daatairom the reconstructed momenta and
energies of charged and neutral particles. The measursrhamé been corrected for detector effects,
i.e. the final distributions correspond to the so-calledigiar (or hadron) level. In addition, at LEP2
energies above the Z peak they were corrected for initiaestadiation effects. At energies above 133
GeV, backgrounds from 4-fermion processes, mainly from alv-production and also ZZ and+Z,
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Fig. 1: The measurements of the strong coupling consiarfor the six event shapes, gfs = M, when using
QCD predictions at different approximations in perturbattheory. The shaded area corresponds to the total
uncertainty.

were subtracted following the procedure given in [1]. Thparimental uncertainties were estimated by
varying event and particle selection cuts. They are belovalEP1 and slightly larger at LEP2.

The perturbative QCD prediction is corrected for hadrdiesaand resonance decays by means
of a transition matrix, which is computed with the Monte @agenerator®YTHIA [51], HERWIG [52]
and ARIADNE [53], all tuned to global hadronic observablesid};, [54]. The parton level is defined
by the quarks and gluons present at the end of the parton showRYTHIA and HERWIG and the
partons resulting from the colour dipole radiatiomPARIADNE. Corrected measurements of event-shape
distributions are compared to the theoretical calculatipparticle level. For a detailed description of the
determination and treatment of experimental systemateainties we refer to Refs. [1, 25].

We also made studies using the NLO+LL event genere®RWIG++ [55], which will be de-
scribed in more detail below.

The value ofn, is determined at each energy using a binned least-squar@gdifit programs of
Ref. [25] have been extended to incorporate the NNLO+NLLKEwations. Combining the results for
six event-shape variables and eight LEP1/LEP2 centreasfsnenergies, we obtain

as(Mz) = 0.1224 + 0.0009 (stat) £ 0.0009 (exp) =+ 0.0012 (had) £ 0.0035 (theo) .

The fitted values of the coupling constant as found from esbape variables calculated at various orders
are shown in Fig. 1. Comparing our results to both the fit upingly fixed-order NNLO predictions [25]
and the fits based on earlier NLLA+NLO calculations [1], weke¢he following observations:

e The central value is slightly lower than the central valueDdf228 obtained from fixed-order
NNLO only, and slightly larger than the NLO+NLLA results. &lfact that the central value is
almost identical to the purely fixed-order NNLO result coble anticipated from the findings in
Ref. [26]. There it is shown that in the three-jet region, ethprovides the bulk of the fit range,
the matched NLLA+NNLO prediction is very close to the fixedier NNLO calculation.

e The dominant theoretical uncertainty an(M ), as estimated from scale variations, is reduced by
20% compared to NLO+NLLA. However, compared to the fit basegurely fixed-order NNLO
predictions, the perturbative uncertaintyrisreasedn the NNLO+NLLA fit. The reason is that in



the two-jet region the NLLA+NLO and NLLA+NNLO predictiongjeee by construction, because
the matching suppresses any fixed order terms. Theref@aetiormalisation scale uncertainty
is dominated by the next-to-leading-logarithmic appraadion in this region, which results in a
larger overall scale uncertainty in theg fit.

e As already observed for the fixed-order NNLO results, theétecamong the values efs(My)
extracted from the six different event-shape variablesulsstntially reduced compared to the
NLO+NLLA case.

e The matching of NLLA+NNLO introduces a mismatch in the cdlati®on of renormalisation scale
logarithms, since the NNLO expansion fully compensatesré¢nermalisation scale dependence
up to two loops, while NLLA only compensates it up to one lodp.order to assess the impact
of this mismatch, we have introduced theR () matching scheme [27], which retains the two-
loop renormalisation terms in the resummed expressiongtandatching coefficients. In this
scheme, a substantial reduction of the perturbative uaiogytfrom £0.0035 (obtained in the
default In R-scheme) to+0.0022 is observed, which might indicate the size of the ultimately
reachable precision for a complete NNLO+NNLLA calculatioflthough both schemes are in
principle on the same theoretical footing, it is the moresswmative error estimate obtained in the
In R-scheme which should be taken as the nominal value, sincedsunes the potential impact of
the yet uncalculated finite NNLLA-terms.

e Bottom quark mass effects, which are numerically significaainly at the LEP1 energy, were
included through to NLO. Compared to a purely massless atialu of the distributions, the in-
clusion of these mass effects enhaneg§\/) by 0.8%.

Hadronisation corrections from LL+NLO event generators

In recent years large efforts went into the development adleno Monte Carlo event generators which
include in part NLO corrections matched to parton showereading logarithmic accuracy (LL) for
various processes. Here we WERWIG++[55, 56] version 2.3 for our investigations. Several scheme
for the implementation of NLO corrections are available,[58, 59]. We studied th®ICNLO [57] and
POWHEG[58] schemes

We compared the prediction for the event-shape distribataf HERWIG++to both the high pre-
cision data at LEP1 fromMLEPH and the predictions from the legacy genera®Y3HIA, HERWIG and
ARIADNE. We recall that the latter have all been tuned to the sameab@BD observables measured
by ALEPH [54] at LEP1, which included event-shape variables sintitathe ones analysed here. To
investigate the origin of the observed differences betwbengenerators, we decided to consider the
parton-level predictions and the hadronisation correstigeparately. Discussing the full details of our
study is beyond the scope of this note; here we only mentiomesof our observationsSHERWIG++
with POWHEGYields a similar shape as the legacy programs, but diffelsémormalisation. The other
HERWIG++ predictions differ most notably in shape from the formereTihquality of HERWIG++with
POWHEGIs similar to the outcome of the legacy generators. Giversitmélar shape but different nor-
malisation ofHERWIG++ with POWHEG the resulting values af; are significantly lower, overall by
3%. For further details we refer to Ref. [27].

From the study of hadronisation corrections we make thevallg important observation. It
appears that there are two “classes” of variables. The faiss@ontains thrust, C-parameter and total
jet broadening, while the second class consists of the higavgass, wide jet broadening and the two-
to-three-jet transition paramet®s. For the first class, using the standard hadronisation ctiores from
PYTHIA, we obtainas (M) values around.125 — 0.127, some5% higher than those found from the
second class of variables. In a study of higher moments aftesleapes [32], indications were found
that variables from the first class still suffer from sizabiessing higher order corrections, whereas the

IWe use the notatioMCNLO for the methog while MC@NLO denotes thprogram



second class of observables have a better perturbativiéitgtdin Ref. [27], we observed that this first
class of variables gives a parton level prediction WathTHIA, which is aboutl0% higher than the
NNLO+NLLA prediction. ThePYTHIA result is obtained with tuned parameters, where the turing t
data had been performed at the hadron level. This tunindtseisua rather large effective coupling
in the parton shower, which might partly explain the largartpn level prediction oPYTHIA. As the
tuning has been performed at hadron level, this impliestti@thadronisation corrections come out to
be smaller than what would have been found by tuning a hygo#tévionte Carlo prediction with a
parton level corresponding to the NNLO+NLLA prediction.i¥means that theYTHIA hadronisation
corrections, applied in the; fit, might be too small, resulting in a larget (M z) value. Since up to now
the hadronisation uncertainties have been estimated frerdifferences of parton shower based models,
tuned to the data, it is likely that for these event shapesiticertainties were underestimated, missing a
possible systematic shift. Such problems do not appearisbfex the second class of variables.

We would like to mention that a determination @f based on 3-jet rates calculated at NNLO
accuracy also has been performed recently [60], with thaltreg(M ;) = 0.1175 4 0.0020 (exp) £
0.0015 (theo), which is also lower than the one obtained from fits to distitns of event shapes.

3.2 «a,and ag from moments of hadronic event shapes

Now we turn to analytical models to estimate hadronisatimmections. The expressions derived in [34]
match the dispersive model with the perturbative predichitNNLO QCD. Comparing these expressions
with experimental data on event-shape moments, a combietandination of the perturbative strong
coupling constanty, and the non-perturbative parametey has been performed [34], based on data
from the JADE and OPAL experiments [17]. The data consist of 18 points at centi@ads energies
between 14.0 and 206.6 GeV for the first five moment¥' of’, Y3, My, By and By, and have been
taken from [61]. For each moment the NLO as well as the NNLQlipt®n was fitted withas (M)

and o as fit parameters, except for the momentdgf which have no power correction and thus are
independent ofy.

Compared to previous results at NLO, inclusion of NNLO dfewsults in a considerably im-
proved consistency in the parameters determined fromrdiffeshape variables, and in a substantial
reduction of the error ong.

We further observe that the theoretical error on the extmaaf as (M) from p, Y3 and By is
considerably smaller than from C and By. As mentioned above and discussed in detail in [32], the
moments of the former three shape variables receive madbidt. O corrections for alh, while the
NNLO corrections for the latter three are large alreadyrfes 1 and increase with. Consequently, the
theoretical description of the momentsgfYs and By displays a higher perturbative stability, which is
reflected in the smaller theoretical uncertaintyogy{ M) derived from those variables.

In a second step, we combine thg(M ) and oy measurements obtained from different event-
shape variables. Taking the weighted mean over all valuespé®y, and B, we obtain at NNLO:

as(Myz) = 0.1153 +0.0017(exp) + 0.0023(th),
ap = 0.5132 +0.0115(exp) + 0.0381(th) 9)

The moments oBy and B have been excluded here since their theoretical desariptiguires an ad-
ditional contribution to the non-perturbative coefficiédh{see eq. (7)) which is not available consistently
to NNLO.

To illustrate the improvement due to the inclusion of the NONtorrections, we also quote the
corresponding NLO results. Based onC, p andY3, we obtain:

O (M) = 0.1200 + 0.0021(exp) + 0.0062(th),
ap™© = 0.4957 + 0.0118(exp) + 0.0393(th)
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Fig. 2: Error bands at NLO and NNLO for combinations of valfesas and o obtained from fits to moments of different

event shapes. The error an is dominated by scale uncertainties, while the largestritmrtton to the error oryy comes from
the uncertainty on the Milan factor.

We compare the NLO and NNLO combinations in Figure 2. It carséen very clearly that the mea-
surements obtained from the different variables are ctamisvith each other within errors. The average
of as(Mz) is dominated by the measurements base@ andY3, which have the smallest theoretical
uncertainties. From NLO to NNLO, the error en (M) is reduced by a factor of two. Analysing the
different sources of the systematical errors, we obseiglie error oravs (M) is clearly dominated by
thez,, variation, while the largest contribution to the error@ncomes from the uncertainty on the Mi-
lan factorM [37]. Since this uncertainty has not been improved in theerurstudy, it is understandable
that the systematic error @iy remains unchanged.

To quantify the difference of the dispersive model to hathation corrections from the legacy
generators, we analysed the moments of (1-T) with hadrtoisaorrections fronPYTHIA. As a result,
we obtained fit results fow(M7) which are typically 4% higher than by using the dispersivedeip
with a slightly worse quality of the fit. Comparing perturivatand non-perturbative contributions at
/s = My, we observed thaPYTHIA hadronisation corrections amount to less than half the powe
corrections obtained in the dispersive model, therebyaimiplg the tendency towards a larger value of
as(Mz), since the missing numerical magnitude of the power camestmust be compensated by a
larger perturbative contribution.

CONCLUSIONS

We have compared determinations of the strong couplingtanhbased on hadronic event shapes mea-
sured at LEP using two different approaches:

1. afit of perturbative QCD results at next-to-next-to-iegdbrder (NNLO), matched to resummation



in the next-to-leading-logarithmic approximation (NLLAY ALEPH data where the hadronisation
corrections have been estimated using Monte Carlo eveetrgtems

2. afit of perturbative QCD results at NNLO matched to norybative power corrections in the
dispersive model, providing analytical parametrisatiohbBadronisation corrections, 84DE and
OPAL data.

We find that the second approach results in a considerablgrlealue ofo, (M) than the first one.

We conclude that apparently there are two “classes” of eskeape variables, the first class con-
taining thrust, C-parameter and total jet broadening, doeisd class containing heavy jet mass, wide jet
broadening and the two-to-three-jet transition parameterComparing parton level and hadron level
predictions fromPYTHIA, this first class of variables gives a parton level predictidich is aboutl 0%
higher than the NNLO+NLLA prediction, where ti/THIA curve has been obtained with tuned pa-
rameters, the tuning to data being performed at the hadsah. |§his tuning results in a rather large
effective coupling in the parton shower, such that the paeldwel prediction oPYTHIA turns out large.
This may imply that the hadronisation corrections come ouet too small for these variables, resulting
in a largeras (M) value. This hypothesis is corroborated by the fact thathkeretical description of
the moments of the variables thrust, C-parameter and &ttdrpadening displays a lower perturbative
stability.

For the moments of (1-T), we found that the legacy genergimedict power corrections which
are less than half of what is obtained in the dispersive mottet large numerical discrepancy between
analytical power corrections and the estimate of hadrtinisaffects from the legacy generators suggests
to revisit the impact of hadronisation corrections on sieci QCD observables.
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