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Modeling subsurface charge accumulation images of a quantum Hall liquid
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Subsurface charge accumulation imaging is a cryogenic scanning probe technique that has recently been
used to spatially probe incompressible strips formed in a two-dimensional electron J@&&8 at high
magnetic fields. In this paper, we present a detailed numerical modeling of these data. At a basic level, the
method produces results that agree well with the predictions of models based on simple circuit elements.
Moreover, the modeling method is sufficiently advanced to simulate spatially resolved measurements. By
comparing directly the simulations to the experimentally measured data, we can extract quantitatively local
electronic features of the 2DES. In particular, we deduce the electron density of states inside the incompress-
ible strips and electrical resistance across them.
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I. INTRODUCTION lations that account for the sample charging and the measure-
ment technique itself.
Recently developed scanning probe microscopy methods The sample used for these measurements was an
based on electric-field sensing provide a new window intoAlg sGa /As/GaAs wafer grown by molecular beam epitaxy.

the quantum mechanics of confined systems and may play Bhe 2DES forms from electrons that become trapped at the

significant role in characterizing future nanoelectronicGaAs/AlGaAs interface 90 nm below the surface. The aver-

. . . . . . _ l 72
devices!™ In particular, subsurface charge accumulation@d€e electron density in this layer wag=3.5X 10* em™?,

(SCA) imaging is a cryogenic technique that locally mea-and  the transport mobility was approximately 4
sures the accumulation of mobile charges within a conductX 10° cn?/Vs. The measurements were performed with the

ing systen® By rastering the probe over the surface, we canmicroscope immersed in quuiq hel'ium—3 ata temperature of
generate images that show the spatial patterns of th%OO mK. Most of the electric-field lines that terminate on the

charging—even if the conducting layer is buried beneath P electro%e do slo onbpoLtions fgr _fron"llt:]het s(:(;irp ap?fX. ;
100-nm-thick dielectric. Rather than driving a transport cur- ence we have a large background signal that adds an ofise

. . Co o the signal of interest, which we subtract away using a

rent through the conductor, which requires the application of_. 2 e L X .
) . . . . __bridge circuit’ To minimize the dc perturbation of the tip, we

a potential across it, we apply a single ac potential, as indi:

A . . .~ . typically fix the potential at$y4.=0.4 V. This compensate
cated in Fig. 1. Due to capacitive coupling, the excitation ypicaly Tix P lal atbqc ! P S

. Y “Ifor the tip-sample contact potentiglgliminating dc electric
causes charge to flow in and out of the interior at the appliegio4s petween the tip and 2DES

frequencyf. This results in an ac image charge at the apex of |, general, both the conducting layer’s self-capacitance

the probe, which we detect usipg a circuit c.on'structedsf'ronhnd the conductor-to-tip mutual capacitance will contribute
field-effect transistors mounted in close proximity to the’tip.

This paper focuses on modeling SCA measurements of a
two-dimensional electron systef@DES.” The application
of a perpendicular magnetic field can cause parts of the in-
terior of the 2DES to act as an insulator—a phenomenon
intimately connected to the quantum Hall effect. Many of the
key features observed in the quantum Hall effect may be
explained in terms of the transport through the quasi-one-
dimensional edge channéi€ach channel is formed where

¢nc E

contacts,

the energy of the corresponding Landau level at the edge of GaAs

the sample equals the Fermi energy. Theories predict that the doped AlGaAs  90nm|

edge channels should be separated by narrow strips with pre- AlGaAs |74

cisely integer Landau level filling° In the model, the strips Gars 2D layer

arise due to the low compressibility of the 2D electron sys-
tem at the cyclotron gap in the electron density of states F|G. 1. Schematic of the SCA measurement and sample geom-
between Landau levels. Our SCA measurements immediatebtry. The applied ac excitatiofi,. causes charge to flow in and out
yield the spatial extent of the charging patterns. However, t@f the 2D layer. This couples capacitively to the tip, resulting in ac
quantitatively extract local conductivity and compressibility image charge, which we detect the using a circuit constructed from
information, these data must be carefully compared to calcufield-effect transistors.

0163-1829/2002/68.2)/1253086)/$20.00 66 125308-1 ©2002 The American Physical Society



TESSMER, FINKELSTEIN, GLICOFRIDIS, AND ASHOORI PHYSICAL REVIEW B6, 125308 (2002

(a) ®) is a severe simplification, if the 2DES is sufficiently conduct-
b C DE E J = 4()C ing so that charging delays can be negledi#da given fre-
9 FexeC D) %7 = 90 Cona quency, the single-capacitor model can be used to crudely

o) fe . I Comt estimate the compressibility contribution to the signal. Here
¢‘”‘“@_T the applied excitation potential is assumed as a constant
across the sample, and the charge induced on the tip is set
exclusively by the tip-sample mutual capacitarieD), to
which both the geometry and compressibility contribute. Us-

ing mks units,C(D) takes the following form:

-1

: @

1

—+—+ o5

C(D)oc €p KE&q e

-2 2
log(/11,) whereh is the effective distance from the surface to the tip,

FIG. 2. Simple models for the system and corresponding expresq is the 2DES depth below the surface, ani the dielectric

sions for the measured charde) If RC charging delays are negli- ponstant of the semlconduclj&rFlnally, the charge on thg t'p_
gible, a single parallel-plate capacitor model provides an estimat&® S'mP'y the product of the capacitance and the excitation
for the compressibility contributioriD) to the signal.(b) If the  Potential,gac= ¢exC(D).

impedance of the 2D layer gives significant delays, the measure-

ment probes the local potentiélr), which will have a phase shift B. RC circuit

and reduced magnitude relative #,.. Here C, is the tip-2D
mutual capacitance. In these cases, a sifRflemodel, shown in . S . L
(c), provides an intuitive picture of the charging. The sample is'ty.Or local conductIVIty is sufficiently low to result in sig-
modeled as a single resistBrcharging two capacitors to ground: nificant - charging de'aYS’ the above model mus_t be_
Crnut @Nd Coyray, Where Cyyray accounts for electric flux emanating extendf_ed—as_ t_he magnitude and phase of the potential will
from the 2DES that does not terminate on the fi). Charging ~ vary With position. Hence, for more advanced models, we
characteristics of th&®C model as a function of the excitation fre- introduce the local effective potentig(r). With the tip cen-
quencyf. Here C=C+ Cgyay, and Q;, and Qo are in the in- tered above, we can then write the charge induced as

phase and out-of-phase components of the charging, as described in
the text. Aad )= &(r) Cpy, (2

I){vhereCmut is the mutual capacitance between the tip and 2D
layer.
Figure 2b) shows the basic picture for charging the tip.

To describe systems for which either the bulk conductiv-

to the magnitude of the charging signal. A local suppressio
of the signal may result from either low compressibility or

low conductivity. The compressibilityi.e., density of statgs As the potential propagates across the sample, its magnitude
's given byD =dn/du. D sets the amount of charge that wil is reduced and phase shifted by the resistance and self-

accumulate in the 2DES for a given potential variation in theCa acitance of the svstem alona the path. Finallv. the boint
dc limit. With regard to the conductivityRC charging time P Y 9 path. Y: b

effects may result in insufficient time to charge the regionbﬁloW the tip \év.'th ;:oteEntlzalqs\(Ar/) determlnlgs_tlthed rr;_easijr:ed
compared to the period of the ac excitation. As the 2DESarge, according to q2). We can explici y define the
longitudinal conductivity is very low in the vicinity of inte- meas_ured charging comp_one@% and QO”tilitsmg complex
ger filling, this possibility must be examined carefully. To notation i(fgi&)the potent|a!s..q§e¥c= Pexe ™ and ¢(r)
distinguish between the two mechanisms we study both thg ¢o(")€ , Where the injection frequency &= w/2m
in-phase signaQ;, and the 90° out-of-phaséagging com- andJdis the local phase delay. Defining the complex charging

: ; it excitation voltage a®@=[ ¢(r)/ dexCryt, the two
ponentQ,,; as a function of frequency. Therefore, we obtain per uni . excl=mut
tWO i : ; components are given b9;,=ReQ} and Q= — Im{Q}.
0 images simultaneously with each scan. Figures 2c) and 2d) present a simplified view of thRC

system, which in many respects provides the correct picture
Il. SIMPLE MODELS for the conductivity contribution to the charging. We con-

To better understand our modeling scheme, presented f§d€" the sample as consisting of a single resiBtoharging
the next section, it is useful to first introduce simple modeldWO capacitors to ground: Cy,, and Cyyray, WhereCgyay ac-

of charging. Moreover, these models will provide basic test&oUNts for electric flux emanating from the 2DES that does
for the advanced method. not terminate on the tip. Figurg® shows theQ;, and Qg
components of tip charge for this model, whete=C,,

+ Csuay- With respect to the in-phase charging, at frequen-
cies greater than the roll-off frequenty=1/27RC, the ex-
The induced charge on the tip is closely related to thecitation cycle is too short for full charging to occur. As a
local charging of the 2DES, as the tip will capture more fieldresult, Q;, diminishes monotonically with increasinfy In
lines when it is above a region of relatively high chargecontrast, the out-of-phase sigr@}, displays a peak atj.
accumulation. The simplest model of our system is a singl&his behavior is easy to understand. At low frequencies,
parallel-plate capacitor, as shown in Figa2 Although this  charging occurs rapidly compared to the period of excitation,

A. Single parallel plate capacitor

125308-2



MODELING SUBSURFACE CHARGE ACCUMULATION . ..

In-Phase Charge
(arb. units)

PHYSICAL REVIEW B56, 125308 (2002

Measurement Model and hence to shrink in _diameter as expected. Fig(np(Baft
_ . () column presents a series of measurements as the tip scanned
Tt Ty across a single line through the center of the ring. BRth
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and Q; curves are plotted at four magnetic fields and at
three different frequencies: 10, 30, and 100 kHz. We see
that Q;,(x) shows the greatest changes with respect &

4.3 T, where it is most reduced in the interior. In contrast,
Qou(X) shows the most structure at 4.1 and 4.2 T. The data

] were normalized with respect to the in-phase curve at 4.3 T,
T——— this choice is sensible in the view that the interior signal is
I Oxx> 300 likely near zero—i.e., no charge entering—whereas the exte-
3 e rior most likely represents full charging. The advanced mod-
e = eling presented below supports this assumption.
g In addition tor=4, the ring also appeared at filling fac-
. ;- ey tors =2 and 6(not shown. The observed widths of the
EN ‘ f T il eyt rings forv=2 and 4 were~0.6 and~0.4 um, respectively.
> o — \ — These widths are about 3 times greater than predicted by the
- : standard theoretical pictut8This discrepancy was the main
S A S et B focus in Ref. 7. Disorder due to density fluctuations of
& a i charged donors in the doped layer of the sample represents
= T ex=15x107 6% the most likely explanatiof''* Effectively, these fluctua-
& . Bir 2ol ot i tions give rise to states within the gap between Landau lev-
) els, with the resulting increase in screening yielding wider
g strips.
’é Two physical phenomena can cause structure in the local
g PP charging, both of which are expected to occur near integer
e 6X10060 filling: (1) a decrease in the local compressibiliti
D=2x10" carZev! =dn/du, and (2) a decrease in the local conductivity.
Much of the data of Fig. 3 show out-of-phase structure, in-

dicating that the 2DES does not have enough time to fully
charge during the excitation cycle. Hence, in addition to
compressibility variations, changes in conductivity must con-

FIG. 3. (a)' SCA image in the vicinity of a density maximum at ‘4 1o significantly. To untangle the effects of these two phe-
a magnetic field of 4.05 T. The density contour corresponding ton mena. we have devel d a numerical method that model
v=4 forms a dark ring for which the charging is reduced. To in- omena, we have developed a numerical metho at models

vestigate the charging characteristics in detail, numerous measurd’€ charging Im | two dlrr?ensmna within th% §_D I?yer_h
ments were acquired by scanning the tip along the indicated lined€nerating calculations that can be compared directly to the

(b) Schematic of the advanced method used to model the @ata. measu.rements. . .
Measurementgeft) and best-fit modeling curvesight) of the ring An important key to understanding the behavior of the
feature as a function of frequency and magnetic field. The inset§ystem is the ratio o€ to Cyyay. Consider the charging of
show the parameters of the respective calculations, as described @region of the 2DES of radius, situated directly below the
the text. Small background slopes were subtracted from each mefrobe. Electric-field lines connect the charge within this re-
sured curve to compensate for drift effects. gion to the tip. If the tip is sharp and narrow compared.to
the field lines terminate on the bottom up to a height-df
so the charge signal is in phase with the excitation @gg ~ above the apex. The result is a mutual capacitance of ap-
is small. At intermediate frequencies, the charge lags the exproximately C,,~2meoL."* For the Ptlr tips used in this
citation andQ,, is large. At high frequencies, little charge study, the nominal radius of curvature wa$0 nm with a
enters the sample, $9,,; andQ;, both tend to zero. cone angle of~10°1® So for micron-sized sample features,
we should indeed be in the sharp-tip limit. With respect to
the stray capacitance, we can consider the self-capacitance of
a disk-shaped region of radilisnear the surface of a semi-
Figure 3a) shows a SCA image of a ring-shaped featureinfinite dielectric slab: Cg~8(x+1)goL/2. Comparing
of reduced charging that appeared at applied magnetic fieldais to C,,,;, we see that the self-capacitance is roughly a
near 4 T. At the center of this area the sample was preparefdctor of « greater than the mutual capacitance. Therefore,
to have a density maximum, resulting in an electron densitylue to the high permeability of GaAg=12.5, we expect
gradient ofdn/dx~5x10"%cn? um near the edges of the C®>Cpy. Last, in the limit of negligible mutual capaci-
ring.” The dark feature marks the density contour near intetance, Csiray=Cseir- Hence we can conclude thalg,,
ger filling; in this case, four spin-split Landau levels aresC,,, in the sharp-tip limit.
filled (v=4). As the field increases by a small increment, The roll-off frequency represents another key parameter.
integer filling occurs at slightly higher densities. Indeed, theln contrast to the simple one-dimensional network of resis-
ring feature was observed to move up the density gradiertors and capacitors, the realistic model of the 2DES must

IIl. MEASUREMENTS AND ADVANCED MODELING
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account for the distributedRC system that comprises the  As the final step in the calculation, we find the charge
layer. In general, a distributeRC system differs from the induced on the tip due to the tip-2DES mutual capacitance.
model shown in Figs. @) and 2d) in that there is no unique Although the 2DES potential directly below the tip predomi-
roll-off frequency. The roll-off frequency to charge a particu- nantly determines the charge on the apex, more distant 2DES
lar region depends on its size and average resistance. Foggions contribute significantly to the charge induced on
example, we can again consider a disk-shaped region of rather parts of the tip. Hence we must generalize the simple
diusL with effective resistancB, . To simplify the example, expressiong,{r)= ¢(r)C,u- To do this, we define a ca-
we assume that the surrounding 2DES is of arbitrarily lowpacitance function that varies according to the sample loca-
impedance so that the injected potential is effectively appliedion, c(r —rg). This function represents the geometric mu-
right at the edge. As the self-capacitance is proportional taual capacitance between the 2DES and the tip per unit area
the lateral dimension, we see that the roll-off frequency toof the 2D layer, for the tip positioned above locatiog.
charge this region i§y=1/2rRCx=1/R L. So smaller length Convolution with the effective potential then gives the
scales charge more quickly. Even for a large resistance, itharge on the tip,
L<1/keofgR., the region will charge effectively over the

eriod of the excitation.
P We model the 2DES as a two-dimensional array of grid OIac(fo)ZJ ¢(r)c(r—ro)d?r. )
points, each with a distinct compressibility and conductivi-
ties to neighboring points. Following the above discussion, The functionc(r —rg) is crucial as it determines the spa-
we assumeC; o> Crye- INn this limit it is reasonable to first  tial resolution of the probe. We expect it to be a bell-shaped
calculate the complete charging within the interior of thefunction peaked at the location of the apex and of width
2DES due exclusively to its self-capacitance and electronicoughly equal to the tip-2DES separatibh For example,
structure. This approach eliminates the need to repeat theking the tip as a thin rod of constant thickness and with a
time-consuming calculations for every position of the tip. Asradius of curvature smaller that, the form ofc(r —ry) is
a last step, we find the resulting charge induced on the tippproximatelyH/HZ+ (r —r)2.2° In general, the mutual
due toC,,; here, we include the spatial resolution of the capacitance function depends on the exact shape, broadening
probe as discussed below. By repeating the procedure fagith both the tip radius and angle of the conical portion of
numerous arrays of trial conductivify) and compressibility the tip. For the modeling presented here, we have used a
(D) patterns, we can generate sets of calculations to be conmumerically calculated form based on a realistic tip geom-
pared directly to the experimental measurements. etry: half cone angte 10°, apex radius 50 nm?’

As described below, for a given geometry of a distinct Figure 3c) compares the same measured ddedt) to
low-compressibility feature, such as a ring, we find that calculated curves generated by our routinight). For the
andD contribute in qualitatively different ways to the spatial calculated curves, the scanned area was modeled as a 15
distribution of the charging. Hence, if fits to the measure-x 15 array of grid points. The 2DES parameters were chosen
ments can be found that reasonably reproduce the detailag be homogeneous, except for a ring of width of one grid
structures, we can assert with some confidence that the papacing=400 nm. As an example, Fig(l® shows the pat-
rameters of the model represent an appropriate description @rn used for the 4.0- and 4.1-T curves. In order to make a
the actual system. In this way, quantitative local compressdirect comparison, the convolution witt(r —r,) was per-
ibility and conductivity information can be extracted. formed over a straight line across the diameter. As this final

Figure 3b) schematically shows the parameters of ourconvolution is performed separately, we are free to choose a
numerical routine, which calculates the effective ac potentiafiner point spacing for,. Hence the calculated curves are
¢(r) for every point above ahl XN grid, resulting from an  smooth on the scale of 400 nm. The measured images dic-
ac excitation of frequency injected uniformly around the tated the ring diameters, and the experimental frequericies
perimeter. In general, for each B pointsk, the compress- were applied. Moreover, for all the points not on the ring
ibility Dy and the longitudinal and Hall Conductivitieéjx (interior and exterior, o, and D were set arbitrarily high.
and cr';y to neighboring points represent adjustable paramTherefore, only the conductivity and compressibility param-
eters. Given the dielectric properties of the semiconductoeters on the ring itself represented free variables, adjusted to
and the distance of the 2DES below the surface, the routinachieve the best fit to the measured data. &he and D
calculates the internal capacitance of the array. With the ambest-fit parameters are shown as insets. We found that the
ray’s conductivity and capacitance set, it is straightforward tacalculations were independent of the Hall conductivity,
calculate the effective potential of every point of the arggy  for the ring geometry. This should come as no surprise, con-
[i.e., ¢(r)], in analogy to the one-dimensional problem of sidering the similarity to the Corbino-disk geometry.

Fig. 2b). The typical way to model capacitance measure- Comparing the measurements to the model, it is clear that
ments takes the mutual capacitance term to account for theur calculation successfully reproduced the general shapes of
compressibility contributiofie.g., Eq.(1)]. However, in our the curves and evolution with magnetic field. The fits were
schemeC, is taken as a constant function to be includedachieved by taking the modeled compressibility of the ring
as the final step. Hence, as detailed in the Appendix, wasD(ring)=2x 10" cm 2 eV~! for all values of the field.
adjust the effective potentiab(r) to account for the 2DES However, it was necessary to use a range of values for
compressibility. The result is mathematically identical to theoy,(ring) to reproduce the evolution with field of the interior
standard approach. charging signal. At 4.0 T, the measurements show a high
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interior in-phase signal and almost no out-of-phase structureand are fairly insensitive to frequency; at this same field, the
This is consistent with an arbitrarily high,,(ring). By find-  Q,, data have the maximum sensitivity to frequency. This
ing the minimum conductivity consistent with a negligible behavior is consistent with 30 kHzL/27RC. Using C
out-of-phase signal, we set a lower limit of (ring)>5 =1.0fF for the capacitance of a2mn-radius disk near the

X 10~ %e?/h. As the field increases, the measurements showurface of the dielectric, we finR~5 GQ. This implies

a reduced in-phase signal, with significant out-of-phaser,,(ring)~1x10""e?/h, using a “number-of-squares” fac-
structure. Our model implies that this behavior stems from dor consistent with a 400-nm ring thickness. This compares
drastically reduced conductivity across the ring. At 4.3 T, thewell with 1.5 10 ‘e?/h, the best-fito,,(ring) of the ad-
best fit was achieved witkr,,(ring)=6x 10 %e?*/h—three  vanced model at 4.2 T.

orders of magnitude lower that at 4.0 T.

We find that the .sr_\gpes of th(=T curves reflect the interplay V. CONCLUSION
between compressibility and resistivity features. Basically, a
reducedD(ring) by itself can reduce the charging only di-  In summary, using subsurface charge accumulation imag-

rectly on the ring. This accounts for the in-phase downwardng, we have observed incompressible regions that evolve
spikes that appear near=+2 um at 4.0 and 4.1 T, and smoothly with magnetic field, consistent with quantum Hall
partially at 4.2 T, in both the measured and modeled curveffect theories considering long-range potential fluctuations
In contrast, a low conductivity restricts the flow of chargein the presence of disorder. In addition to observing the spa-
across the ring, resulting in a reduced in-phase siguwaty- tial patterns of the signal, we have shown that by carefully
wherein the interior. Hence, instead of a ring shape, thiscomparing the charge accumulation signal to modeling, ap-
phenomenon produces a disk-shaped feature. proximate values of the local compressibility and conductiv-
ity can be extracted from the measurements.

Surprisingly, we find that relatively small increments of
V. COMPARISON TO SIMPLE MODELS the magnetic field lead to changes in the electrical resistivity

The advance modeling implies that the measured behavigcross the incompressible strip of more than three orders of
arises from the reduced,, andD of a low-compressibility ~magnitude. This drastic variation is approximately consistent
ring_ As a check, we now compare this result to the S|mp|éN|th recent measurements of incompreSSible Stl’ipS formed
models introduced in Sec. II. using metal gates deposited on a sample surfateerest-

As the structure observed at 4.0 T is consistent with arbiingly, in both cases the strip resistivity was higher as the strip
trarily high o,(ring), it is reasonable to apply the single moved into the region of a higher-density gradient, where the
parallel-plate capacitor model introduced in Sec. Il A to esti-Width of the strip is expected to be smaltér.
mate the compressibility reduction responsible for the in-
phase ring(seen as downward spikedaking the ring as a APPENDIX
10% reduction ofQ;,, we apply Eq.(1) usingd=90 nm, , o ) ,
h=10 nm, andc=12.5. We then find that the simple model The'purpose qf this appendix is to give more details of Fhe
yields a reduced compressibility of D(ring)=5 numeric calculations for_our ad\_/anced modeling for charging
X101 cm 2 eVt (a 60-fold reduction compared to the Wlthln the 2D layer. With th_e |m§\ged area o_f the _sample
zero-magnetic-field compressibility of D~3 defined as QNXI\! array of grid points, the starting point for
X102 cm~2 ev-1). This roughly agrees with the value the calculations is the charge conservation expression for

found by the advanced model ob@L0' cm™2 eV~L. The €ach poink:
agreement is surprising considering that by neglecting the
effects of stray capacitance, the single-capacitor model re- %_ _

. . . > =0, (A1)
quires the tip-sample mutual capacitance to account for most dt 9
of the electric-field lines emanating from the sample. In con- . _
trast, the numerical routine assumes a SM|/ Csyay tO where the charge terffirst term gives the rate of change of
calculate the effective potential without regard to the tip po-the charge and the current tefsecond termgives the total
sition. Hence we may conclude that in this case the extractegurrent flowing into the grid point from the surrounding
value of the ring compressibility is fairly insensitive to the points. As the current is a function of the potential of the
details of the model. points, it can be rewrittery |l | =X, ;¢ or, in matrix no-

With regard to the structure seen at 4.1-4.3 T, we caration, S¢. HereSis anN*x N? matrix containing the con-
apply the simpleRC circuit shown in Figs. &) and 2d). ductivities 0%, , o)‘jy between adjacent pairs of points, afd
Because we believe the resistance and capacitance are mostlya vector withN? elements—each corresponding to the
separatedi.e., not distributeglin the real system, th®@C  potential of a particular poirk. In linear response, the charge
model should approximately predict the correct magnitude oferm can also be expressed as a functio@ bfy constructing
the signal interior to the ringR is set by the low- a capacitance matri€, dg/dt=(i2=#f)q=(i27f)Cep.
conductivity boundary, whereas the self-capacitance of the To find C, we first construct a potential matriR that
interior disk determine<. Looking at the curves qualita- considers the Coulomb interaction among all pairs of points,
tively, we can conclude that at 4.2 T the system is near thévoking image charges to account for bound charges at the
out-of-phase peak. This follows from the observation that thalielectric surface. The capacitance matrix is then given by
measuredQ,,; data have the maximum interior amplitude C=P 1. In contrast toS, which is nonzero only near the
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diagonal,C is an N>xXN? matrix containing no zeros. The Solving for ¢, we obtain

difference is that the conductivity of the grid can be de-

scribed as a network of resistors connecting only neighbor- ¢=[C+(i127f)S' ] *Qsource (A3)
ing points, whereas every point has a capacitance to every

other point(and a self-capacitangeSubstituting the new ex-

pressions for the two terms in EAL), we find vyhere(jsou,ce: Qsaurcd i27f. Hence, for a giver€, S/, and

Qsource We can calculate the effective potentialof each
. - a2 A point of the array. Note that this is not an iterative calculation
(i27f)Ce=S¢=Qsource (A2) yielding an approximate solution. Rather, we arrive directly

where ésourcegives the locations of the injected excitation at the exactp using Eq.(A3).

and is only nonzero for points along the perimeter. As the scanned area is part of a mu.ch. larger sample, any
Equation(A2) describes correctly the internal potential of calculated structure arising .from proximity of the array's

the grid. However, we have not yet included the effects Oied_ges ha_s no physical meaning. We remove such artlfacts_by

compressibility variations. Essentially, & decreases, less using periodic boundary conditions. Measured features aris-

charge accumulates in the 2DES, which induces less char _d from .significan_t structures beyond.the Sca.””ed area can
on the tip. In other words, the mutual capacitance is reduce ead to discrepancies with the calculations which are consid-

But because our scheme tak@s, as a constant, we must erably harder to correct. However, we emphasize that these
account for this effect as a redulgtion in potentia’I nonlocal effects can only lead to broad features and cannot
We include the compressibility contributidd, by alter- produce structure at length scale400 nm. As the final step

ing the second term of E4A2), which controls the current in the calculation, we find the charge induced on the tip,
flowing into each point. For e'xample to account for a IOthlch allows a direct comparison to the measurements. This

compressibility of pointk, we adjust theS matrix so that is accomplished using E¢3) of Sec. II.
more current flows intd as a function ofp, . Therefore, to

conserve currentp, must be reduced. The appropriately ad- ACKNOWLEDGMENTS
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